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Abstract

We put forth a lookup-table-based modular reduction method which partitions the binary string of an integer to be reduced into blocks according to its runs. Its complexity depends on the amount of runs in the binary string. We show that the new reduction is almost twice as fast as the popular Barrett’s reduction, and provide a thorough complexity analysis of the method.
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1 Introduction

The performance of public key cryptographic schemes depends heavily on the speed of modular reduction. Among current modular reduction algorithms, Barrett’s reduction and Montgomery’s reduction are two popular algorithms. Montgomery’s reduction \cite{9} is not efficient for a single modular multiplication, but can be used effectively in computations where many multiplications are performed for given inputs. Barrett’s reduction \cite{1} is applicable when many reductions are performed with a single modulus. Both two methods are similar in that expensive divisions in classical reduction are replaced by less-expensive multiplications.

In 1993, A. Bosselaers et al \cite{2} reported that classical reduction, Barrett’s reduction, and Montgomery’s reduction have their specific behaviors resulting in a specific field of application. In 1998, the authors \cite{13} reported that the difference between Montgomery’s reduction and Barrett’s reduction was negligible in their implementation on an Intel Pentium Pro of field arithmetic in $\mathbb{F}_p$ for a 192-bit prime $p$. In 2011, V. Dupaquis and A. Venelli \cite{4} modified Barrett’s reduction and Montgomery’s reduction. Their technique allows the use of redundant modular arithmetic. The proposed redundant Barrett’s reduction algorithm can be used to strengthen the differential side-channel resistance of asymmetric cryptosystems. In 2013, Cao and Wu \cite{3} proved that the base $b \geq 3$ in Barrett’s reduction can be replaced by the usual
base 2. The improvement solves the data expansion problem in Barrett’s reduction so as to give a little of cost saving.

In order to further speed up modular reduction, lookup table method has been adopted by several researchers [6–8, 10–12]. If the size of a pre-computed table is manageable, the method is very effective. These modular reductions partition the binary string of an integer to be reduced into fixed-length blocks such as 32 bits or 64 bits. In 1997, C. Lim et al [8] experimented on Montgomery’s reduction, classical reduction, Barrett’s reduction and some reduction algorithms using lookup table. It reported [8] that their lookup-table-based reductions run almost two to three times faster on a workstation than Montgomery’s reduction. Although the experimental results are interesting, they did not present a complexity analysis of these reductions.

The principles behind the existing reduction algorithms can be summarized as follows.

- **Division.** For example, the classical reduction adopts this principle.
- **Multiplication.** Barrett’s reduction and Montgomery’s reduction adopt this principle.
- **Addition [look up table according to fixed-length blocks].** All current reductions using lookup table take fixed-length blocks such as 32 bits or 64 bits. The last principle, intuitively, is more applicable because it eliminates multiplications although it requires a moderate size table and a number of additions.

In this paper, we put forth a new reduction method based on the following principle: **addition [look up table according to runs].** Unlike the current lookup-table-based method, the new method partitions the binary string of an integer to be reduced into blocks according to its runs. Its performance depends essentially on the amount of runs or 1’s in the left segment of the binary string. The new method needs less additions in comparison to the current lookup-table-based method. We will provide a thorough complexity analysis of the method.

## 2 Related reduction methods

### 2.1 Montgomery’s reduction

Let $R > p$ with $\gcd(R, p) = 1$. The method produces $zR^{-1} \mod p$ for an input $z < pR$. If $p' = -p^{-1} \mod R$, then $c = zR^{-1} \mod p$ can be obtained via

$$c \leftarrow (z + (zp') \mod R)p)/R, \text{ if } c \geq p \text{ then } c \leftarrow c - p.$$

Given $x \in [0, p)$, let $\tilde{x} = xR \mod p$. Define $\text{Mont}(\tilde{x}, \tilde{y}) = (\tilde{x}\tilde{y})R^{-1} \mod p = (xy)R \mod p$. The transformations

$$x \mapsto \tilde{x} = xR \mod p, \quad \text{and} \quad \tilde{x} \mapsto \tilde{x}R^{-1} \mod p = x$$
are performed only once when they are used as a part of a larger calculation such as modular exponentiation.

2.2 Barrett’s reduction

The following description of Barrett’s reduction comes from [5]. The algorithm first selects a suitable base \( b \) (e.g., \( b = 2^L \) where \( L \) is near the word size of the processor). It then calculates \( \mu = \lfloor \frac{b^{2k}}{p} \rfloor \), where \( k = \lceil \log_b p \rceil + 1 \). Suppose \( 0 \leq z < b^{2k} \). Let \( q = \lfloor \frac{z}{p} \rfloor \), \( r = z \mod p = z - qp \). Since

\[
\frac{z}{p} = \frac{z}{b^{k-1}} \cdot \frac{b^{2k}}{p} \cdot \frac{1}{b^{k+1}}
\]

we have

\[
0 \leq \hat{q} = \left\lfloor \frac{\lfloor z_{b^{-1}} \rfloor \cdot \mu}{b^{k+1}} \right\rfloor \leq \left\lfloor \frac{z}{p} \right\rfloor = q.
\]

If \( \mu \) is computed in advance, then the main cost of calculating \( \hat{q} \) consists of one multiplication and two types of bit operations for \( \lfloor z_{b^{-1}} \rfloor \) and \( \lfloor y_{b^{-1}} \rfloor \), where \( y = \lfloor \frac{z}{b^{k-1}} \rfloor \cdot \mu \). Set \( \alpha = \frac{z}{b^{k-1}} - \lfloor \frac{z}{b^{k-1}} \rfloor \), \( \beta = \frac{b^{2k}}{p} - \lfloor \frac{b^{2k}}{p} \rfloor \). Then \( 0 \leq \alpha, \beta < 1 \) and

\[
q = \left\lfloor \left( \frac{\lfloor \frac{z}{b^{k-1}} \rfloor + \alpha}{b^{k+1}} \right) \left( \frac{b^{2k}}{p} + \beta \right) \right\rfloor \leq \left\lfloor \frac{\lfloor z_{b^{-1}} \rfloor \cdot \mu}{b^{k+1}} + \frac{\lfloor z_{b^{-1}} \rfloor + \lfloor \frac{b^{2k}}{p} \rfloor + 1}{b^{k+1}} \right\rfloor.
\]

Since \( 0 \leq z < b^{2k} \) and \( b^{k-1} \leq p < b^k \), we have

\[
\left\lfloor \frac{z}{b^{k-1}} \right\rfloor + \left\lfloor \frac{b^{2k}}{p} \right\rfloor + 1 \leq (b^{k+1} - 1) + b^{k+1} + 1 = 2b^{k+1}
\]

\[
q \leq \left\lfloor \frac{\lfloor z_{b^{-1}} \rfloor \cdot \mu}{b^{k+1}} + 2 \right\rfloor = \hat{q} + 2.
\]

Therefore, we obtain \( \hat{q} \leq q \leq \hat{q} + 2 \). Set \( \hat{r} = z - \hat{q}p \). We get \( r = \hat{r} + (\hat{q} - q)p \). That is, at most two subtractions are required to obtain \( r \) using \( \hat{r} \).

2.3 Current lookup-table-based modular reductions

Suppose that \( z \) and \( n \) are two integers, \( b^{k-1} \leq n < b^k \), \( 0 \leq z < b^{2k} \) where \( b = 2^L \) is a suitable base. To compute \( z \mod n \), the usual lookup-table based reduction method computes

\[
z = \sum_{j=0}^{k-1} z_j b^j + \sum_{i=0}^{k-1} z_{k+i} A[i] \mod n,
\]

where \( 0 \leq z_j < b, j = 0, \cdots, 2k - 1 \), \( A[i] = b^{k+i} \mod n \) \((0 \leq i \leq k - 1)\) are computed and stored in advance. For example, let \( L = 32 \) which equals to the bit-length of a word. In 1997,
C. Lim et al. [8] suggested taking $b = 2^{32}$ and storing the following values:

- $n_a[j] = j2^k \mod n$ for $0 \leq j < 128$,
- $n_b[j] = j2^72^k \mod n$ for $0 \leq j < 128$,
- $n_c[j] = j2^{14}2^k \mod n$ for $0 \leq j < 128$,
- $n_d[j] = j2^{21}2^k \mod n$ for $0 \leq j < 128$,
- $n_e[j] = j2^{28}2^k \mod n$ for $0 \leq j < 102$.

They experimented on Montgomery’s reduction, classical reduction, Barrett reduction and some lookup-table based reductions. It reported [8] that:
1. modular reduction takes considerably more time than multiplication;
2. Montgomery’s algorithm and the combined lookup-table-based reduction give almost the same performance;
3. the lookup-table-based reductions L224, L624 and L1696 [see Ref. 8] run almost two to three times faster on a workstation than Montgomery’s reduction. However, this method does not give much improvement on a PC.

The experimental results in Ref. [8] are interesting. But they have not provided a complexity analysis of these reductions. Even worse, they have not specified these methods. For example, in L624 method [see Ref. 8], if $\text{Bitlength}(n) = 1024$ then the formula becomes

$$\sum_{t=0}^{1023} n_t b^t + \sum_{i=0}^{31} (n_a[j_i1] + n_b[j_i2] + n_c[j_i3] + n_d[j_i4] + n_e[j_i5]) 2^{32i} \mod n.$$ 

It seems wrong to store $n_e[j] = j2^{28}2^k \mod n$ for $0 \leq j < 102$. In our opinion, the amount of pre-computed values should be $4 \times 2^8$ where the base is 32, not 624, if we not count the parity bit in each byte as usual. By the way, according to their presentation the amount of stored values is $128+128+128+128+102=614$, not 624.

## 3 Basic lookup-table-based modular reduction

The idea behind the basic lookup-table-based modular reduction is naive, but useful in some cases. We now describe it as follows.

### 3.1 Pre-computed table

Given a positive integer $n$, choose an integer $k$ such that $2^{k-1} < n < 2^k$. The pre-computed table are constructed as follows (see Table 1).

<table>
<thead>
<tr>
<th>$\ell$</th>
<th>2$k-1$</th>
<th>2$k-2$</th>
<th>...</th>
<th>$k$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r[\ell]$</td>
<td>$2^{k-1} \mod n$</td>
<td>$2^{k-2} \mod n$</td>
<td>...</td>
<td>$2^k \mod n$</td>
</tr>
</tbody>
</table>

We specify that $|r[\ell]| \leq |n/2|$, $\ell = k, \ldots, 2k - 1$. The size of the pre-computation table $T$ can be further reduced because $r[i + 1] = 2r[i]$ for some indexes $i$. 


3.2 Basic method (Method-1)

Denote the binary string of a positive integer \(z\) as \(\text{Binary}(z)\). Suppose that \(0 \leq z < 2^{2k}\). We directly set the base \(b = 2\) in Eq.(1). It follows that

\[
z \equiv \sum_{i=0}^{k-1} z_{k+i} r[k+i] + \sum_{j=0}^{k-1} z_j 2^j \mod n,
\]

where \(z_j \in \{0, 1\}, j = 0, \cdots, 2k - 1, r[k+i] = 2^{k+i} \mod n (0 \leq i \leq k - 1)\).

**Example 1.** \(n = 97 = (1100001)_2, k = 7\) (bit-length), \(z = 3135 = (11000011111)_2, l = 12\). Look up a pre-computed table for the values \(r[11] = 2^{11} \mod n = 11\) and \(r[10] = 2^{10} \mod n = 54\). It gives

\[
\]

**Algorithm-1**

INPUT: \(n, k = \text{BitLength}(n), 0 \leq z < 2^{2k}\), and \(T = \{r[2k-1], r[2k-2], \cdots, r[k]\}\).

OUTPUT: \(z \mod n\).

1. If \(z < n\), then return \((z)\).
2. If \(\text{BitLength}(z) = k\), then return \((z-n)\).
3. \(s \leftarrow \text{Binary}(z), r \leftarrow 0\). For \(i\) from \(\text{BitLength}(z) - 1\) downto \(k\) do
   
   If \(s[i] = 1\), \(r \leftarrow r + r[i]\).
4. \(r \leftarrow r + \sum_{j=0}^{k-1} s[j]2^j\).
5. While \(r \geq n\) do: \(r \leftarrow r - n\).
6. While \(r < 0\) do: \(r \leftarrow r + n\).
7. Return \((r)\).

The number of additions in this method depends on the amount of 1’s in the left segment of \(\text{Binary}(z)\). On average, there are about \(|k/2|\) 1’s in the left segment if the bit-length of \(z\) is \(2k\). That means it requires \(|k/2|\) additions of \(k\)-bit integers to compute \(r = \sum_{j=0}^{k-1} z_j 2^j + \sum_{i=0}^{k-1} z_{k+i} r[k+i]\). It is expected that the absolute value \(|r| < \frac{2n}{M}\), since \(|r[\ell]| \leq |n/2|\). Hence, it requires \(|k/4|\) subtractions to compute \(r \mod n\). In total, Method-1 requires the cost of performing \(\frac{|M|}{4}\) additions of \(k\)-bit integers.

In algorithm-1, addition happened for all values \(r[k+i]\) corresponding to \(z_{k+i} = 1 (0 \leq i \leq k - 1)\). In the worst case,

\[
z_k = z_{k+1} = \cdots = z_{2k-1} = 1,
\]

it has to look up the pre-computed table and do addition \(k\) times. Clearly, Method-1 is inappropriate for this case.
4 Run-length-based modular reduction

The Method-1 is not good for the worst case when there is only one run of 1’s in the left segment of Binary($z$) (i.e., all the positions are 1’s). We now introduce a new reduction method based on lookup table which is much better for the above case.

4.1 The idea behind the new modular reduction

Given two positive integers $k, n$, where $2^{k-1} < n < 2^k$, and a positive integer $z$ satisfying $0 \leq z < 2^{2k}$, set $\ell_0 = \lfloor \log_2 z \rfloor + 1$. Flipping all bits of $z$, we obtain the integer $z_1$ such that

$$z = (2^{\ell_0} - 1) - z_1.$$ 

Set $\ell_1 = \lfloor \log_2 z_1 \rfloor + 1$. Flipping all bits of $z_1$, we obtain the integer $z_2$ such that

$$z = (2^{\ell_0} - 1) - (2^{\ell_1} - 1) + z_2.$$ 

By the same procedure, we shall get

$$z = (2^{\ell_0} - 1) - (2^{\ell_1} - 1) + (2^{\ell_2} - 1) + \cdots + (-1)^{j-1}(2^{\ell_j} - 1) + (-1)^j z',$$ 

where $\ell_{j-1} > k \geq \ell_j$, $\ell_j$ is the bit-length of $z'$. Clearly,

$$\ell_0 > \ell_1 > \cdots > \ell_j. \quad (4)$$

We then look up the pre-computed table for values $r[\ell_0], \cdots, r[\ell_{j-1}]$ using the indexes $\ell_0, \cdots, \ell_{j-1}$ and compute

$$r = (r[\ell_0] - 1) - (r[\ell_1] - 1) + (r[\ell_2] - 1) + \cdots + (-1)^{j-1}(r[\ell_{j-1}] - 1) + (-1)^j z'.$$ 

(5)

Thus, $z \equiv r \mod n$.

The following example explains vividly the idea behind this method.

**Example 2.** $n = 97 = (1100001)_2, k = 7$ (bit-length), $z = 3135 = (11000111111)_2, \ell_0 = 12$.

<table>
<thead>
<tr>
<th>$n = 97 \rightarrow 1100001$</th>
<th>$k=7$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$z = 3135 \rightarrow 11000011111$</td>
<td>$\ell_0 = 12$</td>
</tr>
<tr>
<td>flip $\rightarrow 11110000000$</td>
<td>$\ell_1 = 10$</td>
</tr>
<tr>
<td>flip $\rightarrow 1111111$</td>
<td>$\ell_2 = 6 (&lt; k)$</td>
</tr>
<tr>
<td>$r[\ell_0] = 2^{\ell_0} \equiv 22 \mod 97$</td>
<td>$r[\ell_1] = 2^{\ell_1} \equiv 54 \mod 97$</td>
</tr>
<tr>
<td>$z' = (1111111)_2$</td>
<td></td>
</tr>
<tr>
<td>$(r[\ell_0] - 1) - (r[\ell_1] - 1) + (1111111)_2 = 31$</td>
<td></td>
</tr>
</tbody>
</table>
4.2 Description of the new modular reduction (Method-2)

To obtain indexes $\ell_0, \cdots, \ell_{j-1}$ and $z'$ in Eq.(5), the above procedure requires to flip all bits of strings. In fact, these indexes and $z'$ depend essentially on the runs in the left segment of Binary($z$). Here a run means a maximal substring whose bit positions all contain the same digit 0 or 1. We can obtain them by counting the length of each run in the left segment. Suppose that

$$\text{Binary}(z) = \alpha_0|\alpha_1| \cdots |\alpha_{j-1}|\alpha'_j,$$

where the notation $a||b$ means that string $a$ is concatenated with string $b$, and $\alpha_i$ ($0 \leq i \leq j-1$) are runs with lengths $d_i$ respectively, $\alpha'_j$ is the remaining string. We have

$$\ell_1 = \ell_0 - d_0, \cdots, \ell_{j-1} = \ell_{j-2} - d_{j-2}, \ell_j = \ell_{j-1} - d_{j-1}$$

where $\ell_j \leq k < \ell_{j-1}$. Note that the length of string $\alpha'_j$ is $\ell_j$. Hence, we get

$$z' = \begin{cases} (\alpha'_j)_2, & j \text{ is even}, \\ 2^{\ell_j} - 1 - (\alpha'_j)_2, & j \text{ is odd}, \end{cases}$$

Thus,

$$z = \begin{cases} r[\ell_0] - r[\ell_1] + r[\ell_2] + \cdots + (-1)^{j-1}r[\ell_{j-1}] + (\alpha'_j)_2, & j \text{ is even}, \\ r[\ell_0] - r[\ell_1] + r[\ell_2] + \cdots + (-1)^{j-1}r[\ell_{j-1}] + (\alpha'_j)_2 - 2^{\ell_j}, & j \text{ is odd}, \end{cases}$$

**Example 3.** $n = 97 = (1100001)_2$, $k = 7$; $z = 3135 = (110000111111)_2$, $\ell_0 = 12$. The runs in the left segment of Binary($z$) are $\alpha_0 = 11, \alpha_1 = 0000$. Their lengths are $d_0 = 2, d_1 = 4$. We have

$$\ell_1 = \ell_0 - d_0 = 12 - 2 = 10, \ell_2 = \ell_1 - d_1 = 10 - 4 = 6.$$ 

Since $\ell_2 = 6 < 7 = k$, we get $j = 2, \alpha'_2 = 111111$. Therefore, $z' = (\alpha'_2)_2 = (111111)_2 = 63$. Thus, $z = 2^6 - 2^4 + z' = 2^{12} - 2^{10} + 63 \equiv 22 - 54 + 63 = 31 \mod 97$.

**Remark 1.** We know run-length encoding is a very simple and useful form of data compression in which runs of data are stored as a single data value rather than as the original run. But nobody, to the best of our knowledge, has mentioned such a run-length reduction method to this day.

4.3 Complexity analysis of Method-2

To obtain $\ell_0, \cdots, \ell_{j-1}, z'$, it requires only a handful of less-expensive bit operations. Since $\ell_0, \cdots, \ell_{j-1}$ is ordered, i.e., $\ell_0 > \ell_1 > \cdots > \ell_{j-1}$, the cost of looking up $r[\ell_0], \cdots, r[\ell_{j-1}]$ in $T$ is negligible. There are $j$ additions for computing $r$. Since $|r[\ell]| \leq |n/2|, t \in \{\ell_0, \cdots, \ell_{j-1}\}$, we have

$$|r| \leq (j + 2)|n/2| < \left( \left\lfloor \frac{j + 2}{2} \right\rfloor + 1 \right) n.$$
Algorithm-2

**INPUT:** \( n, k = \text{BitLength}(n), 0 \leq z < 2^{2k}, \text{and} \ T = \{r[2k-1], r[2k-2], \ldots, r[k]\} \).

**OUTPUT:** \( z \mod n \).

1. If \( z < n \), then return \( z \).
2. If \( \text{BitLength}(z) = k \), then return \( (z - n) \).
3. \( s \leftarrow \text{Binary}[z], \ell \leftarrow \text{BitLength}[z], y \leftarrow 1, r \leftarrow r[\ell], d \leftarrow 0, t \leftarrow 0. \)
4. For \( i \) from \( \ell - 1 \) downto 0 do
   - 4.1 \( b \leftarrow \text{StringTake}[s, \{i\}] \).
   - 4.2 If \( b = y \), then \( d \leftarrow d + 1 \).
   - 4.3 \( \ell \leftarrow \ell - d, t \leftarrow t + 1, r \leftarrow r + (-1)^{t}r[\ell] \).
     - 4.3.1 If \( \ell > k \), then \( y \leftarrow \text{Mod}(y + 1, 2), d \leftarrow 0 \).
     - 4.3.2 \( \alpha \leftarrow \text{StringTake}[s, -\ell] \).
       - If \( \text{Mod}(t, 2) = 0 \), then \( r \leftarrow r + (\alpha)_{2} \), else \( r \leftarrow r + (\alpha)_{2} - 2^{\ell} \).
         Break.
5. While \( r \geq n \) do: \( r \leftarrow r - n \).
6. While \( r < 0 \) do: \( r \leftarrow r + n \).
7. Return \( (r) \).
bit scans is less than the cost for an addition of \( k \)-bit integers.

The quantity \( j \) is of great importance to the comparison. Clearly, \( j \leq k \). If the left segment of \( \text{Binary}(z) \) is \( \underbrace{1010 \cdots 10}_{k-\text{bit}} \), then \( j = k \). Given a random \( 2^k \)-bit integer \( z \), it is expected that there are about \( k \) runs and \( k \) 1’s (see Appendix 1). Thus, we have \( j = \lceil k/2 \rceil \). That means the new reduction is faster than Barrett’s reduction at the expense of a little storage. By the way, the storage space is about 1 M for the pre-computed table with respect to a modular of 1024 bits, which is acceptable to most devices at the time.

5 A fast modular reduction method

As mentioned earlier, Method-1 is inappropriate for handling the string \( 11 \cdots 1 \), whereas Method-2 can deal efficiently with such a string. Method-2 is not as efficient as Method-1 to deal with the string \( 1010 \cdots 10 \). When hundreds of modular multiplications are required for modular exponentiation, it is better to use these two methods properly. Since they require a same pre-computed table, we can simply combine these two methods. We now present a description of such a combined reduction method.

5.1 A combined modular reduction algorithm

Suppose that \( n \) is the modular, \( 0 \leq z < 2^{2k} \), \( k = \text{BitLength}(n) \) and \( T \) is the pre-computed table. To compute \( z \mod n \), the combined reduction method proceeds as follows.

1. Set \( \Upsilon \) to be the left segment of \( \text{Binary}(z) \) such that the length of the right segment equals to \( k \).
2. Count the amount of 1’s in \( \Upsilon \) and denote it by \( \phi \).
3. Count the amount of runs in \( \Upsilon \) and denote it by \( \psi \).
4. If \( \phi \leq \psi \) then use Algorithm-1. Otherwise, use Algorithm-2.

5.2 Refined algorithm

It is possible to refine the above algorithm. For example, consider a segment of \( (101010111101)_2 \). For this string, \( \phi = 8 \) and \( \psi = 9 \). So Algorithm-1 will be used. However, it is easy to see that the right part of the string is better to use Algorithm-2. So it is better to use Algorithm-1 for first 6 bits and use Algorithm-2 for last 6 bits. In general, if we have a long run of 1, then we should use Algorithm-2 for that run.
The following algorithm can be used to calculate $z \mod n$, where $n < z < n^2$, for general situations.

1. Set $\ell_0 = \text{BitLength}[z]$. Set $\Upsilon$ to be the left segment of $\text{Binary}(z)$ such that the length of the right segment equals to $k$. Count the amount of 1’s in $\Upsilon$ and denote it by $\phi$. If $\phi \geq \lfloor k/2 \rfloor$, then flip all bits of $\text{Binary}(z)$. Denote the new number by $\hat{z}$. Here $z = (2^{\ell_0} - 1) - \hat{z}$. In such case, the number of 1’s in the corresponding left segment of $\hat{z}$ is less than $\lfloor k/2 \rfloor$. So, we consider $\hat{z} \mod n$. For convenience, we now assume that $\phi \leq \lfloor k/2 \rfloor$.

2. Count runs in $\Upsilon$ to obtain an integer vector

$$R = (l_0, r_0; l_1, r_1; \ldots; l_j, r_j),$$

where $l_0$ is the length of the first run of 1 in $\Upsilon$ and $r_0$ is the length of the first run of 0 in $\Upsilon$, $\ldots$, $l_j$ is the length of the last run of 1 in $\Upsilon$ and $r_j$ is the length of the last run of 0 in $\Upsilon$. Here $l_i \geq 1$ for $0 \leq i \leq j$ and $r_i \geq 1$ for $0 \leq i < j$ while $r_j \geq 0$.

3. Let $\ell_t = k + \sum_{i=t}^j (l_i + r_i)$, $0 \leq t \leq j$. For $t$ from 0 to $j$ calculate $S_t$:

- if $l_t \leq 2$, $S_t = \sum_{m=l_t}^{r_t} r[m - 1]$.
- if $l_t > 2$, $S_t = r[l_t] - r[l_t - l_t]$.

4. Compute $LS = \sum_{t=0}^j S_t$ which can be used to calculate $z \mod n$.

**Good performance.** We here stress that the refined algorithm only needs to look up the pre-computation table $1 + \lfloor k/2 \rfloor$ times at most, i.e., it requires about $\lfloor k/2 \rfloor$ additions of $k$-bit integers at worst. Since Barrett’s reduction requires one multiplication of $k$-bit integers, the method is expected to be almost twice as fast as the Barrett’s reduction.

**Remark 2.** The theoretical result is so attractive that we shall carry out some experiments on this method on various platforms after we could solicit some skillful engineers.

**Example 4.** Suppose $z = 58809 = (1110010110111001)_2$ and $n = 267 = (100001011)_2$ such that $z < n^2$. Then $k = 9$ and $\Upsilon = (11100110)$. $R = (3, 2; 1, 1)$. Therefore

$$S_1 = r[10] = -44$$
$$LS = -61 - 44 = -105.$$ 

So $z = -105 + (110111001)_2 = -105 + 441 = 69 \mod 267$.
6 Conclusion

In this paper, we introduce a fast modular reduction method based on lookup table which requires less arithmetic operations at the expense of a little storage. We show that the new reduction is almost twice as fast as Barrett’s reduction. More significantly, our proposed method only needs a moderate size storage space, less than 1 M for 1024-bit modulus, which makes it more portable and more suitable for small devices such as smartphones.
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Appendix 1: Amount of runs or 1’s in binary strings

(* The average amount of runs or 1’s in binary strings *)
T1 = {}; T2 = {}; f = 511; t = 10; s = 32;
For[ h = 512, h < 1025, h += s, r = 0; d = 0;
   Do[k; str = Join[{1}, RandomInteger[1, f]]; (*set the leftmost bit as 1*)
      c = Count[str, 1]; (*count the amount of 1’s*)
      j = 1; y = 1;
      For[ i = 2, i < Length[str] + 1, i += 1,
         If[Part[str, i] != y, j += 1];
         If[Mod[j, 2] == 0, y = 0, y = 1]; (*count the amount of runs*)
      r += j; d += c, {k, t}];
   AppendTo[T1, {h, r/t}]; AppendTo[T2, {h, d/t}]; f += s];
Print["Table-1----", T1]; Print["Table-2----", T2];
ListPlot[{T1, T2}, PlotMarkers ->
   {\[FilledCircle], 12}, {\[FilledSmallSquare], 12},
   PlotStyle -> {Red, Blue}, Joined -> {True, True},
   ImageSize -> Scaled[0.8], AxesLabel -> {"bits", ""}]

Table-1----

\[
\begin{array}{cccc}
512, & \frac{1268}{5}, & (544, 279), & (576, \frac{1444}{5}), (608, \frac{1488}{5}), (640, \frac{3153}{10}) \\
672, & \frac{3321}{10}, & (704, \frac{3421}{10}), (736, \frac{747}{2}), (768, \frac{3813}{10}), (800, \frac{3943}{10}), (832, \frac{4137}{10}) \\
864, & \frac{2122}{5}, & (896, 447), (928, 461), (960, \frac{4879}{10}), (992, 500), (1024, 508) \\
\end{array}
\]

Table-2----

\[
\begin{array}{cccc}
512, & \frac{1311}{5}, & (544, \frac{547}{2}), (576, \frac{2873}{10}), (608, \frac{2977}{10}), (640, \frac{3183}{10}) \\
672, & \frac{1651}{5}, & (704, \frac{1772}{5}), (736, \frac{1807}{2}), (768, \frac{757}{2}), (800, \frac{1974}{5}), (832, \frac{4193}{10}) \\
864, & \frac{4283}{10}, & (896, \frac{4513}{10}), (928, 466), (960, 491), (992, \frac{2497}{5}), (1024, \frac{2569}{5}) \\
\end{array}
\]