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Abstract

We construct a functional encryption scheme secure against an a-priori bounded polynomial
number of collusions for the class of all polynomial-size circuits. Our constructions require only
semantically secure public-key encryption schemes and pseudorandom generators computable
by small-depth circuits (known to be implied by most concrete intractability assumptions). For
certain special cases such as predicate encryption schemes with public index, the construction
requires only semantically secure encryption schemes, which is clearly the minimal necessary
assumption.

Our constructions rely heavily on techniques from secure multi-party computation and
randomized encodings. All our constructions are secure under a strong, adaptive simulation-
based definition of functional encryption.
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1 Introduction

Traditional notions of public-key encryption provide all-or-nothing access to data: users who possess
the secret key can recover the entire message from a ciphertext, whereas those who do not know
the secret key learn nothing at all. While such “black-and-white” notions of encryption have
served us well for the past thirty years and are indeed being widely used for secure communications
and storage, it is time to move beyond. In particular, the advent of cloud computing and the
resulting demand for privacy-preserving technologies demands a much more fine-grained access
control mechanism for encrypted data.

Boneh, Sahai and Waters [BSW11] recently formalized the notion of functional encryption to-
wards this end, building on and generalizing a number of previous constructs including (anonymous)
identity-based encryption (IBE) [Sha84, BF01, Coc01, BW06], fuzzy IBE [SWO05], attribute-based
encryption (ABE) [GPSW06, LOS™10], and predicate encryption [KSW08, LOST10]. Informally,
a functional encryption scheme for a circuit family C associates secret keys SK¢o with every circuit
C, and ciphertexts CT with every input x. The owner of the secret key SKo and the ciphertext CT
should be able to obtain C(z), but learn nothing else about the input message x itself.! Moreover,
security should hold against collusions amongst “key holders”, namely, a collusion of users that
hold secret keys SK¢y,...,SK¢, and an encryption of x should learn nothing else about = apart
from Ci(z),...,Cq(z).

Functional encryption transparently captures as special cases a number of familiar notions of
encryption, such as identity-based encryption (IBE), anonymous IBE, fuzzy IBE, attribute-based
encryption and so forth. For example, an identity-based encryption scheme can be seen as a
functional encryption scheme for the following family of circuits parametrized by the identity:

_ [ (id,p) ifid=id’
Cig (id, 1) = { (id, L) otherwise

In a similar vein, fuzzy IBE schemes correspond to a circuit that detects proximity between two
strings, and attribute based encryption schemes correspond to circuit that can be computed by
Boolean formulas. The central and challenging open question in the study of functional encryption
is:

Can we build a functional encryption scheme for the class of all poly-size circuits?

To date, constructions of functional encryption are known only for these limited classes of
circuits (see [BF01, Coc01, SW05, GPSW06, KSW08, LOS™10] and others). More concretely, the
state-of-the-art constructions are limited to predicate encryption schemes, where the predicate itself
is computable by a “low complexity” class, such as Boolean formula and inner product over fields,
both of which are computable in NC1. In particular, a large part of the difficulty in constructing
functional encryption schemes lies in the fact that we typically require security against a-priori
unbounded collusions, namely, adversaries who obtain secret keys for an unbounded number of
circuits C1,...,Cy. This raises the following natural question: can we build functional encryption
schemes for arbitrary circuits for some meaningful relaxation of this security requirement?

"We do not require the circuit C' to be secret throughout this work, and in most literature on functional encryption.
For the singular exception, see the work of Shi, Shen and Waters [SSW09].



Functional Encryption for Bounded Collusions. In this work, we initiate a systematic study
of functional encryption for bounded collusions. We consider a relaxed notion of security where
the adversary is given secret keys for an a-priori bounded number of circuits C1,...,Cy of her
choice (which can be made adaptively). This notion, which we call g-bounded security (or security
against ¢ collusions), is a natural relaxation of the strong definition above, and could be sufficient
in a number of practical use-case scenarios. Our main result in this paper is a construction of
g-bounded secure functional encryption schemes for arbitrary polynomial-size circuit families under
mild cryptographic assumptions.

The question of designing IBE schemes with bounded collusions has been considered in a
number of works [DKXY02, CHH'07, GLW12]. The functional encryption setting presents
us with a significantly richer landscape since (1) a secret key SK¢o can be used to obtain
(partial) information about many messages, as opposed to IBE where a secret key decrypts
only ciphertexts for a single identity, and (2) the partial information is a result of a potentially
complex computation on the message itself. Our constructions leverage interesting ideas from the
study of (information-theoretic) multi-party computation [BGW88, BMR90, DI05] and randomized
encodings [Yao86, IK00, ATKO06].

We stress that g-bounded security does not restrict the system from issuing an unbounded
number of secret keys. We guarantee security against any adversary that gets hold of at most ¢ keys.
Specifically, our security definition achieves security against multiple “independent” collusions, as
long as each collusion has size at most gq. Indeed, it is not clear how to achieve such a security
notion for general circuits even in the stateful setting where the system is allowed to maintain a
counter while issuing secret keys (analogous to the early notion of stateful signatures). We note
that our construction does not require maintaining any state.

1.1 Owur Results

The main result of this work is the construction of a g-query functional encryption scheme for the
class of all polynomial-size circuits. Our construction is based on the existence of semantically secure
public key encryption schemes, and pseudorandom generators (PRG) computable by polynomials
of degree poly(k), where k is the security parameter. The former is clearly a necessary assumption,
and the latter is a relatively mild assumption which, in particular, is implied by most concrete
intractability assumptions commonly used in cryptography, such as ones related to factoring,
discrete logarithm, or lattice problems.

An important special case of functional encryption that we will be interested in is predicate
encryption with public index (which is also called attribute-based encryption by some authors).
This corresponds to a circuit family C parametrized by predicates g and defined as:

_ _J (ind, ) if g(ind) = true
Cg(md,,u) —{ (ind, L) otherwise

Here, ind is the so-called public index, and p is sometimes refered to as the payload message.
For the special case of predicate encryption schemes with public index, our construction handles
arbitrary polynomial-size circuits while relying solely on the existence of semantically secure public-
key encryption schemes, which is clearly the minimal necessary assumption. In particular, we do
not need the “bounded-degree PRG” assumption for this construction.

In contrast, functional encryption schemes that handle an unbounded number of secret-key
queries are known only for very limited classes of circuit families, the most general being inner



product predicates [KSW08, LOST10, OT10]. In particular, constructing an unbounded-query
secure functional encryption scheme for general circuit families is considered a major open problem
in this area [BSW11]. As for functional encryption schemes with public index (also referred to
as “attribute-based encryption” by some authors) that handle an unbounded number of secret-
key queries, there are a handful of constructions for polynomial-size formulas [GPSW06, OSWO07],
which themselves are a sub-class of NC1 circuits.

We will henceforth refer to a functional encryption scheme that supports arbitrary polynomial-
size circuits as a general functional encryption scheme. Summarizing this discussion, we show:

Theorem 1.1 (Main Theorem, Informal). Let k be a security parameter. Assuming the existence
of semantically secure encryption schemes as well as PRGs computable by arithmetic circuits of
degree-poly(k), for every q = q(k), there exists a general functional encryption scheme secure
against q secret key queries.

Corollary 1.2 (Informal). Let k be a security parameter. Assuming the existence of semantically
secure encryption schemes, for every q = q(k), there exists a general predicate encryption scheme
with public index secure against q secret key queries.

We have so far avoided discussing the issue of which security definition to use for functional
encryption. Indeed, there are a number of different definitions in the literature, including both
indistinguishability style and simulation style definitions. In a nutshell, we prove our constructions
secure under a strong, adaptive simulation-based definition; see Section 1.3 for details.

1.2 Overview of Our Constructions

We proceed with an overview of our construction of a g-bounded general functional encryption
scheme.

Starting point. The starting point of our constructions is the fact, observed by Sahai and
Seyalioglu [SS10], that general functional encryption schemes resilient against a single secret-key
query can be readily constructed using the beautiful machinery of Yao’s “garbled circuits” [Yao86]
(and in fact, more generally, from randomized encodings [IK00, AIKOG]).2 The construction given in
[SS10] only achieves “selective, non-adaptive” security, where the adversary must specify the input
message x before it sees the public key, and the single key query C before it sees the challenge
ciphertext. We show how to overcome these limitations and achieve “full adaptive security” (for
a single key query) by using techniques from non-committing encryption [CFGN96], while still
relying only on the existence of semantically secure encryption schemes. All of our constructions
henceforth also achieve full adaptive security.
Building on this, our construction proceeds in two steps.

1.2.1 Functional Encryption for NC1 Circuits

In the first step, we show how to construct a g-query functional encryption scheme for NC1 circuits
starting from any 1-query scheme.

*We note that [SS10] is completely insecure for collusions of size two: in particular, given two secret keys SKoe
and SK;¢, an adversary can derive the SK¢ for any other C, and moreover, completely recover z.



We denote a “degree” of a circuit C as the degree of the polynomial computing C' in the variables
of . A degree of a circuit family denotes the maximum degree of a circuit in the family. Let D
denote the degree of NC1 family. The complexity of our construction will be polynomial in both
D and ¢, where ¢ is the number of secret keys the adversary is allowed to see before he gets the
challenge ciphertext. This step does not require any additional assumption (beyond semantically
secure public key encryption).

The high level approach is as follows: we will run N independent copies of the 1-query scheme.
To encrypt, we will encrypt the views of some N-party MPC protocol computing some functionality
related to C' (aka “MPC in the head” [IKOS07]). As the underlying MPC protocol, we will rely
on the BGW semi-honest MPC protocol without degree reduction (c.f. [DI05, Section 2.2]). We
will exploit the fact that this protocol is completely non-interactive when used to compute bounded-
degree functions.

We proceed to sketch the construction. Suppose the encryptor holds input = (z1,...,xy), the
decryptor holds circuit C, and the goal is for the decryptor to learn C(x1,...,z). In addition, we
fix t and N to be parameters of the construction.

e The public keys of the system consists of NV independent public keys for the 1-query scheme for
the same family C(-). The key generation algorithm associates the decryptor with a random
subset I' C [N] of size Dt + 1 and generates secret keys for the public keys MPK; for i € T
(Note key generation is already a point of departure from previous ¢-bounded IBE schemes
in [DKXY02, CHH"07] where the subset I' is completely determined by C.)

e To encrypt x, the encryptor first chooses ¢ random polynomials 1, ..., uy of degree t with
constant terms x1, ..., xy respectively. The encryptor computes CT; to be the encryption of
(11(2), ..., pe(7)) under the ¢’th public key, and sends (CTy,...,CTy).

e To decrypt, observe that since C(-) has degree at most D,

P() = Cpn () - - pe())

is a univariate polynomial of degree at most Dt and whose constant term is C'(x1,...,xy).
Now, upon decrypting CT; for each ¢ € I', the decryptor recovers P(i) = C(u1(7), ..., pe(i)).
It can then recover P(0) = C(x1,...,x¢) via polynomial interpolation.

The key question now is: what happens when g of the decryptors collude? Let I'1,...,I'; C [N] be
the (uniformly random) sets chosen for each of the ¢ secret key queries of the adversary. Whenever
two of these sets intersect, the adversary obtains two distinct secret keys for the same public key in
the underlying one-query FE scheme. More precisely, for every j € I'y N I'y, the adversary obtains
two secret keys under the public key MPK;. Since security of MPK; is only guaranteed under a
single adversarial query, we have to contend with the possibility that in this event, the adversary
can potentially completely break the security of the public key MPK;, and learn a share of the
encrypted message x.

In particular, to guarantee security, we require that sets I't,...,I'; have small pairwise
intersections which holds for a uniformly random choice of the sets under an appropriate choice of
the parameters t and N. With small pairwise intersections, the adversary is guaranteed to learn at
most ¢ shares of the input message x, which together reveal no information about x.

For technical reasons, this is not sufficient to establish security of the basic scheme. The first
issue, which already arises for a single key query, is that we need to randomize the polynomial P



by adding a random share of 0; this is needed to ensure that the evaluations of P correspond to a

random share of C(z1,...,xy), and indeed, the same issue also arises in the BGW protocol. More
generally, we need to rerandomize the polynomial P for each of the ¢ queries C1,...,Cy, in order
to ensure that it is consistent with random shares of C;(z1,...,2z¢), for i = 1,2,...,¢. This can

be done by having the encryptor hard-code additional randomness into the ciphertext. For more
details, see Section 5.

Predicate encryption with public index. We point out that this construction also gives us
for free a predicate encryption scheme with public index for arbitrary polynomial-size circuits (with
no a-priori bound on the degree). In this setting, it suffices to realize the following family of circuits
parametrized by predicates g:

_ _f (ind,p) if g(ind) =1
Cy(ind, 1) = { (ind,0) otherwise

We can write U as:
Cy(ind, p) = (ind, p - g(ind))

Since ind is always part of the output, we can just publish ind “in the clear”. Now, observe that
for all ind, Cy, we have Cy(ind, 11) is a degree one function in the input px.

To obtain a predicate encryption scheme with public index, we observe that the construction
above satisfies a more general class of circuits. In particular, if the input to the encryption algorithm
is composed of a public input (that we do not wish to hide) and a secret input (that we do wish
to hide), then the construction above only requires that the circuit C' has small degree in the bits
of the secret input. Informally, this is true because we do not care about hiding the public input,
and thus, we will not secret share it in the construction above. Thus, the degree of the polynomial
P(-) grows only with the degree of C in its secret inputs. The bottom line is that since predicate
encryption schemes with public index deal with circuits that have very low degree in the secret
input (degree 1, in particular), our construction handles arbitrary predicates.

1.2.2 A Bootstrapping Theorem and Functional Encryption for P

In the second step, we show a “bootstrapping theorem” for functional encryption schemes. In a
nutshell, this shows how to generically convert a g-query secure functional encryption scheme for
NC1 circuits into one that is g-query secure for arbitrary polynomial-size circuits, assuming in
addition the existence of a pseudo-random generator (PRG) that can be computed with circuits of
degree poly(x). Such PRGs can be constructed based on most concrete intractability assumptions
such as those related to factoring, discrete logarithms and lattices.

The main tool that enables our bootstrapping theorem is the notion of randomized en-
codings [Yao86, TK00, AIK06]. Instead of using the FE scheme to compute the (potentially
complicated) circuit C, we use it to compute its randomized encoding C which is typically a
much easier circuit to compute. In particular, secret keys are generated for C' and the encryption
algorithm for the bounded-degree scheme is used to encrypt the pair (z; R), where R is a uniformly
random string. The rough intuition for security is that the randomized encoding C (z; R) reveals
“no more information than” C(z) itself and thus, this transformation does not adversely affect the
security of the scheme.



Unfortunately, intuitions can be misleading and so is this one. Note that in the ¢-query
setting, the adversary obtains not just a single randomized encoding, but ¢ of them, namely
Ci(z;R),...,Cy(x; R). Furthermore, since all these encodings use the same randomness R, the
regular notion of security of randomized encodings does not apply as-is. We solve this issue by
hard-coding a large number of random strings (proportional to ¢) in the ciphertext and using
a cover-free set construction, ensuring that the adversary learns ¢ randomized encodings with
independently chosen randomness. See Section 6 for more details.

Putting this construction together with a randomized encoding scheme for polynomial-size
circuits (which follows from Yao’s garbled circuits [Yao86, ATK06]) whose complexity is essentially
the complexity of computing a PRG, we get our final FE scheme.

As a bonus, we show a completely different way to bootstrap ¢-query FE schemes for NC1
circuits into a g-query FE scheme for any polynomial-size circuits, using a fully homomorphic
encryption scheme [Gen09, BV11]. See appendix 7 for more details.

1.3 Definitions of Functional Encryption

Our constructions are shown secure under a strong simulation-based definition, in both the adaptive
and non-adaptive sense. The non-adaptive variant requires the adversary to make all its secret key
queries before receiving the challenge ciphertext whereas in the adaptive variant, there is no such
restriction. Although the adaptive variant is clearly stronger, Boneh, Sahai and Waters [BSW11]
recently showed that it is also impossible to achieve, even for very simple circuit families (related
to IBE). We observe that the BSW impossibility result holds only if the adversary obtains an
unbounded number of ciphertexts (essentially because of a related lower bound for non-committing
encryption schemes with unbounded messages). Faced with this state of affairs, we show our
constructions are shown secure in the non-adaptive sense, as well as in the adaptive sense with a
bounded number of messages.

In addition, we show a number of implications between different variants of these definitions;
see Section 3 and Appendix A for more details.

1.4 A Perspective: Bounded-Use Garbled Circuits

The reason why the construction of Sahai and Seyalioglu only achieves security against collusions
of size 1 is intimately related to the fact that Yao’s garbled circuits become completely insecure
when used more than once. Our constructions may be viewed as a stateless variant of Yao’s garbled
circuit that can be reused for some a-priori bounded number of executions. Fix two-parties inputs
to be C' and x. We can view the ciphertext as encoding of a “universal” circuit of U,(-) on some
fixed input value x, such that we can “delegate” computation on ¢ different inputs Ci,...,Cy
without leaking any information about = beyond Ci(x),...,Cq(x).

Organization of the Paper. We describe the preliminaries and a simulation-based definition of
functional encryption in Sections 2 and 3, respectively. For completeness, we describe a construction
for 1-query functional encryption and prove its security in the adaptive setting in Section 4. Readers
familiar with this construction can go ahead to the next section. We describe our Construction 1
for NC1 circuits in Section 5 and our Construction 2 for bootstrapping in Section 6. An additional
FHE-based Construction 3 for bootstrapping is presented in Section 7. An interested reader is
referred to the appendices for the definitional implications.



2 Preliminaries

Notations. Let D denote a distribution over some finite set S. Then, x < D is used to denote
the fact that x is chosen from the distribution D. When we say x &y , we simply mean that x
is chosen from the uniform distribution over S. Unless explicitly mentioned, all logarithms are to
base 2. For n € N, let [n] denote the set of numbers 1,...,n. Let x denote the security parameter.

2.1 Functional Encryption

Let X = {X;}ieny and YV = {Vi}wen denote ensembles where each X,; and ) is a finite set. Let
C = {Cﬁ}n N denote an ensemble where each C, is a finite collection of circuits, and each circuit
C € C, takes as input a string = € X, and outputs C(z) € V.

A functional encryption scheme FE for C consists of four algorithms FE€ = (FE.Setup, FE.Keygen,
FE.Enc, FE.Dec) defined as follows.

e Setup FE.Setup(1”) is a p.p.t. algorithm takes as input the unary representation of the
security parameter and outputs the master public and secret keys (MPK, MSK).

e Key Generation FE.Keygen(MSK, C) is a p.p.t. algorithm that takes as input the master
secret key MSK and a circuit C € C, and outputs a corresponding secret key SKc¢.

e Encryption FE.Enc(MPK, z) is a p.p.t. algorithm that takes as input the master public key
MPK and an input message = € X,; and outputs a ciphertext CT.

e Decryption FE.Dec(SK¢, CT) is a deterministic algorithm that takes as input the secret key
SK¢ and a ciphertext CT and outputs C(x).

Definition 2.1 (Correctness). A functional encryption scheme FE is correct if for all C € Cy, and
all x € X,

(MPK, MSK) « FE Setup(1%);

br FE.Dec(FE.Keygen(MSK, C), FE.Enc(MPK, z)) # C(z)

= negl(k)

where the probability is taken over the coins of FE.Setup, FE.Keygen, and FE.Enc.

Refer to Section 3 for the security definition.

2.2 Shamir’s Secret Sharing

We assume familiarity with Shamir’s secret-sharing scheme [Sha79] which works as follows: Let F
be a finite field and let x = (z1,...,x,) be a vector of any distinct non-zero elements of F, where
n < |F|. Shamir’s t-out-of-n secret-sharing scheme works as follows:

e To share a secret M € F, the sharing algorithm SS.Share; ,,(M) chooses a random univariate
polynomial u(x) of degree ¢ with constant coefficient M. The n shares are p(z1),. .., u(x,).
Note that any ¢ or fewer shares look uniformly random.

e The reconstruction algorithm SS.Reconstruct takes as input ¢ 4+ 1 shares and uses Lagrange

interpolation to find a unique degree-t polynomial u(-) that passes through the share points.
Finally, it computes u(0) to recover the secret.



An important property of this scheme is that it permits computation on the shares, a feature
used in many multi-party computation protocols starting from [BGWS88|. In particular, adding
shares gives us pi1(i) + p2(i) = (w1 + p2)(i) meaning that that sharing scheme is additively
homomorphic. Multiplying shares gives us u1(é)u2(i) = (p1p2)(é) meaning that the scheme is
also multiplicatively homomorphic (where pjpe denotes the product of the polynomials). The
main catch is that the degree of the polynomial increases with the number of multiplications,
requires more shares to recover the answer post multiplication. In other words, the scheme per se is
multiplicatively homomorphic for a bounded number of multiplications (but an arbitrary number
of additions).

2.3 Public Key Encryption.

A public key encryption scheme PXE = (PKE.Setup, PKE.Enc, PKE.Dec), over message space M =
{M }ken, is a triple of PPT algorithms as follows.

e Setup. PKE.Setup(17): takes a unary representation of the security parameter and outputs
public and private secret keys (PK, SK).

e Encryption. PKE.Encpk(M): takes the public encryption key PK and a message M € M,
and outputs a ciphertext CT.

e Decryption. PKE.Decsk(CT): takes the secret key SK and a ciphertext CT and outputs a
message M* € M.

Correctness and security against chosen plaintext attacks are defined as follows.

Definition 2.2. A public key encryption scheme PKE is correct if for all M,
Pr[(PK, SK)«+PKE.Setup(1”); PKE.Decsk (PKE.Encpk (M)) # M] = negl(x) ,

where the probability is over the coins of PKE.Setup, PKE.Enc.

Definition 2.3. A public key encryption scheme PKE is (t,€)-IND-CPA secure if for any adversary
A that runs in time t it holds that

Pr[APKE.EncPK(-)(lm’ PK) — 1] _ PT[APKE.EncPK(O)(ln’ PK) — 1] <e,

where the probability is over (PK,SK)«PKE.Setup(1”), the coins of PKE.Enc and the coins of the
adversary A.

2.4 Decomposable Randomized Encoding

Let C be a circuit that takes inputs k¥ € {0,1}¢,z € {0,1}" and outputs C(k,z) € {0,1}. A
decomposable randomized encoding scheme RE consists of two algorithms (RE.Encode, RE.Decode)
satisfying the following properties:

1. Decomposable Encoding. RE.Encode(1%,C,z): A p.p.t. algorithm takes as inputs a
security parameter, a description of a circuit C, an input  and outputs a randomized encoding;:

(Ci(-,x:R),...,Co(-,2; R)) for i € [€], where Ci(-, 2; R) depends only on k;



2. Decoding. RE.Decode((7;){_;): On input of an encoding of a circuit §; = C;(k;, z; R) for

some k = (k1,...,k¢) output C(k, z).

3. Semantic Security. We say decomposable randomized encoding RE is secure if there exists

a p.p.t. simulator RE.Sim, such that for every p.p.t. adversary A the outputs of the following
two distributions are computationally indistinguishable:

EXP%@',A(lH): EXP%%?,IRE‘Sim(lﬁ):
L (Cok=(ki,..., ko), x) + A(1%) 1 (Cok=(ki,..., ko), x) + A(1%)
2: | (Ci(+,2; R))%_, < RE.Encode(1%,C, z) 2: | (Ci(ki,x; R))E_, « RE.Sim(1%,C,C(k, )
3: Output (éi(ki,a:;R))le) 3: Output (éi(ki,x;R))le)

Note that such a randomized encoding for arbitrary polynomial-size circuits follows from Yao’s
garbled circuit construction [Yao86, AIKO06].

3

Security of Functional Encryption against Bounded Collusions

In this section, we first describe simulation-based definitions for functional encryption with
bounded collusions, largely based on the recent works of Boneh, Sahai and Waters [BSW11] and
O’Neill [O’N10]. We then go on to discuss relations between various flavors of these definitions,
with details in Appendix A.

Definition 3.1 (¢-NA-SIM- and ¢-AD-SIM- Security). Let FE be a functional encryption scheme

for

sim

a circuit family C = {C,.i X — yﬁ}ﬁeN. For every p.p.t. adversary A = (A1, A2) and a p.p.t.
ulator S = (S1,S2), consider the following two experiments:

N~

Gr R~

real ideal

ExpFe 4(17): Explres(17):

~

: (MPK, MSK) <« FE.Setup(1*)

(.7}, St) “ AEE.Keygen(MSK,')(MPK)

» Let (Ci,...,Cy) be Ay’s oracle queries
» Let SK; be the oracle reply to C;

» Let V= {yz = C’l(x), Cl,SKZ}

: (MPK, MSK) + FE.Setup(1)
(iL‘, St) <_jéle.Keygen(MSK,-)(I\/IPK)

N

CT + FE.Enc(MPK, z) 3: | (CT, st') « S1(MPK, V), 112l
O(MSK,- / st!,-
o e ATV MPK, CT, st) 4o | o AT MSKS) (MPK T st) ‘
: Output (o, x) 5: Output (o, x)

We distinguish between two cases of the above experiment:

1. The adaptive case, where:



e the oracle O(MSK,-) = FE.Keygen(MSK, -) and

e the oracle O'(MSK, st',-) is the second stage of the simulator, namely S2UI(')(|\/|SK, st')-)
where Uy(C) = C(x) for any C € Cy.

The simulator algorithm Sy is stateful in that after each invocation, it updates the state st’
which is carried over to its next invocation. We call a simulator algorithm S = (Si,52)
admissible if, on each input C, Sy makes just a single query to its oracle Uy (-) on C itself.

The functional encryption scheme FE is then said to be g-query simulation-secure for one
message against adaptive adversaries (¢-AD-SIM-secure, for short) if there is an admissible
p.p.t. simulator S = (S1,52) such that for every p.p.t. adversary A = (A1, A2) that makes at
most q queries, the following two distributions are computationally indistinguishable:

{eesan)  ~{eoon]
KEN kEN

2. The non-adaptive case, where the oracles O(MSK,-) and O'(MSK, st,-) are both the “empty
oracles” that return nothing: the functional encryption scheme FE is then said to be g-
query simulation-secure for one message against non-adaptive adversaries (¢g-NA-SIM-secure,
for short) if there is a p.p.t. simulator S = (S1, L) such that for every p.p.t. adversary
A = (Ay, As) that makes at most q queries, the two distributions above are computationally
indistinguishable.

Intuitively, our security definition states that any information that the adversary is able to learn
from the ciphertext and secret keys, can be obtained by a simulator from the secret keys and the
outputs of the circuit alone. A number of remarks on this definition are in order.

1. In the non-adaptive setting, the simulator

(a) is not allowed to “program” the public parameters or the pre-ciphertext secret key
queries;

(b) given the real public parameters, adversary’s oracle queries, corresponding real secret
keys and circuit output values, is asked to produce a ciphertext indistinguishable from
the real ciphertext.

2. In the adaptive setting, in addition to the above bullets the second stage simulator
(c) is given the real MSK and is allowed to “program” the post-ciphertext secret keys.

3. Even if the the adversary does not request any secret keys, he learns the length of z and
therefore, the simulator should be given this information to be on even ground with the
adversary. This also ensures that the definition properly generalizes (regular) public-key
encryption.

4. We remark that our definitions imply (and are stronger than) those presented in the work of
Boneh, Sahai and Waters [BSW11]!, except we only consider a single ciphertext and impose
an upper bound on the number of secret key queries.

1A sketch of the proof is presented in the Appendix A.
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Why focus on this definition? First, as mentioned above, our definition is at least as strong
as the definition presented in [BSW11]. In addition, in Appendix A we show the following relations
between the definitions:

1.

Relations between simulation and indistinguishability: We show that a single message
simulation definition implies single message indistinguishability definition for both non-
adaptive and adaptive worlds.

. Relations between single and many messages (simulation): We show that a single message

non-adaptive simulation implies many messages non-adaptive simulation definition. However,
we cannot hope to achieve the same implication for adaptive world due to the impossibility
results presented in [BSW11].

. Relations between single and many messages (indistinguishability): Finally, we show that

a single message indistinguishability implies many message indistinguishability definition in
both the adaptive and non-adaptive worlds.

These definitional implications are summarized in Figure 1 and proved in Appendix A. As a
result of these definitional implications, we focus on proving that our constructions are secure under
the single message simulation definitions for both adaptive and non-adaptive worlds.

4 Background Constructions

4.1

Adaptive, Singleton

Consider the following simple circuit family that consists of a single identity circuit C = {C'},
input space X = {0,1} and C(x) = x. We construct a 1-AD-SIM-secure functional encryption for
this circuit family, starting from any CPA-secure encryption (PKE.Setup, PKE.Enc, PKE.Dec). (The
construction is inspired by techniques used in non-committing encryption [CFGN96, DN00, KO04].)

Setup BasicFE.Setup(1): Run PKE.Setup twice to generate independent master public-
key /secret-key pairs

(PKi, SK;) < PKE.Setup(1¥) fori=0,1
Output the master public/secret key pair

MPK := (PKp,PK;) and MSK := (SKy, SK;)
Key Generation BasicFE.Keygen(MSK, C): On input the master secret key MSK and a
circuit C, pick a random bit r & {0,1} and output the secret key

SK := (r,SK;)
Encryption BasicFE.Enc(MPK,z): On input the master public key MPK and an input
message = € {0,1}: output as ciphertext
CT := (PKE.Enc(PKy, z), PKE.Enc(PKy, x))

Decryption BasicFE.Dec(SK,CT): On input a secret key SK = (r,SK,) and a ciphertext
CT = (CTo, CT1), output
PKE.DECSKT(CTT)

11



Correctness. Correctness is straight-forward.

Security. We prove that the scheme is 1-AD-SIM-secure. We define a simulator BasicFE.Sim that
proceeds as follows:

e [f the adversary makes a secret key query before seeing the ciphertext, the simulator learns
x and can therefore simulate the ciphertext perfectly via normal encryption.

o If the adversary requests for the ciphertext first, then the simulator picks a random bit
B < {0,1} and outputs as ciphertext:

CT := (PKE.Enc(PKo, 8), PKE.Enc(PKy, 3))

When the adversary then requests for a secret key, the simulator learns MSK = (SKg, SK1)
and z, and outputs as the secret key:

SK := (B ® z,S5Kgg.)
We establish security via a series of Games.
Game 0. Normal encryption.
Game 1. If the adversary requests for the ciphertext before making a secret key query, then we

modify the ciphertext as follows:

CT := (PKE.Enc(PKy,z @ 1), PKE.Enc(PKy,z & 7))

Game 2. Output of the simulator.

It is easy to see that the outputs of Games 0 and 1 are computationally indistinguishable by CPA
security, and that the outputs of Games 1 and 2 are identically distributed.

Extension to larger X'. It is easy to see that this construction extends to X = {0, 1} via \-wise
repetition (that is, A independent master public keys, etc).

4.2 Adaptive, “Brute Force”

Boneh, et. al [BSW11, Section 4.1] presented a AD-IND-secure scheme for any functionality where
the circuit family has polynomial size, starting from any semantically secure public-key encryption
scheme. For simplicity, we just write down the construction for a family of two circuits C = {Cyp, C1 },
which easily extends to any poly-size family. We show that if we replace the underlying encryption
scheme with the previous 1-AD-SIM-secure FE encryption for singleton circuit space C' = {C*},
then we obtain a 1-AD-SIM-secure FE encryption for C.

e Setup BFFE.Setup(1%): Run BasicFE.Setup twice to generate independent master public-
key /secret-key pairs

(MPK;, MSK;) < BasicFE.Setup(1") fori=0,1
Output (MPKy, MPK}) as the master public key and (MSKy, MSKj) as the master secret key.

12



e Key Generation BFFE.Keygen(MSK;, C): On input the master secret key MSK and a circuit
Cy € C, output as secret key SK;, < BasicFE.Keygen(MSK,, C*).

e Encryption BFFE.Enc(MPK, z): On input the master public key MPK and an input message
x € X, output as ciphertext

CT := (BasicFE.Enc(MPKg, Cy(x)), BasicFE.Enc(MPK1, Cy(x)))

e Decryption BFFE.Dec(SKy,CT): On input a secret key SK;, and a ciphertext CT =
(CTo,CTy), output
BasicFE.Decsk, (CTy)

Correctness. Correctness is straight-forward.
Security. We prove that the scheme is 1-AD-SIM-secure. The simulator BFFE.Sim proceeds as

follows:

e If the adversary makes a query C} before seeing the ciphertext, the simulator learns Cy(x)
and then simulates the ciphertext as follows:

CT, + BasicFE.Enc(MPK;, Cy(z)) and  CTi_p < BasicFE.Sim(MPKy_y, 0, 1171
Output CT := (CTy,CTy)

e If the adversary requests for the ciphertext first, then the simulator simulates the ciphertext
as follows:
CT, + BasicFE.Sim(MPK;, 0, 1171), for i =0, 1

Output CT := (CTy,CTy). When the adversary then requests for a secret key Cj, the
simulator learns MSK = (MSKg, MSK}) and C, Cy(z) and outputs as secret key

SK,, < BasicFE.Sim(MSK,, (Cy(z), Cs), 111

We establish security via a series of Games.
Game 0. Normal encryption.

Game 1. Roughly speaking, we will simulate on MPKg, CTg and follow normal encryption on
MPK7, CT;. More precisely, the simulator proceeds as follows:

e [f the adversary makes a secret key query C} before seeing the ciphertext, proceed as follows:

— if b = 0, use the normal encryption for both CTy and CTj.
— if b =1, follow BFFE.Sim (that is, generate CT( using BasicFE.Sim).

e If the adversary requests for the ciphertext first, then the simulator simulates the ciphertext
as follows:

CTy < BasicFE.Sim(MPKy,0) and CT; < BasicFE.Enc(MPK, C}(z))
Output CT := (CTy,CTy). When the adversary then requests for a secret key Cj, the

simulator proceeds as follows:

13



— if b = 0, follow BFFE.Sim (that is, generate SKy using BasicFE.Sim);
— if b = 1, follow normal encryption (that is, generate SK; using BasicFE.Keygen).

Game 2. Output of the simulator.

It is easy to see that the outputs of Games 0 and 1 are computationally indistinguishable by
1-AD-SIM of the underlying scheme. The same applies to the outputs of Games 1 and 2.

4.3 One-Query General Functional Encryption from Randomized Encoding

Sahai and Seyalioglu [SS10] proved 1-NA-SIM; we observe the same “bootstrapping” construction
works for 1-AD-SIM. Let C be an arbitrary family of poly-size circuits. We construct ONEQFE
scheme for C as follows.

Let BFFE denote the brute-force construction defined above. In a high-level the idea is this:
suppose we wish to construct an FE scheme for a polynomial-size circuit C' and input z. Let U (C,x)
denote the universal circuit that output C(x). Let U(C,x; R) denote a randomized encoding of
U(C,x) where for every x, R, U( - ,x; R) has small locality. Then, assuming C has length \, we
can write B B B
where ﬁz( -, x; R) depends only on C[i], the ith bit of circuit C. For each i, we can now use BFFE
scheme for a family of two circuits:

e Setup FE.Setup(1”): Run the brute-force setup algorithm A times to generate independent

master public-key/secret-key pairs
(MPK;, MSK;) + BFFE.Setup(1*) for U and i =1,...,\
Output (MPK;)2_; as the master public key and (MSK;)2_; as the master secret key.

e Key Generation FE.Keygen(MSK,C): On input the master secret key MSK and a circuit
C € C, compute

SK¢,; + BFFE.Keygen(MSK;, Uy (Cli], - ; - )) fori=1,...,\

Output as secret key
SKc := ((SKci)iepy)

e Encryption FE.Enc(MPK,z): On input the master public key MPK and an input message
x € X, choose R and compute

CT; + BFFE.Enc(MPK;, (z; R)) fori=1,...,\
Output (CT;)A; as the ciphertext.

e Decryption FE.Dec(SK¢, CT): On input a secret key SKo = (SK¢i)ic(x)) and a ciphertext
CT = (CT;)2,, do the following:

1. Compute y; - BFFE.Dec(MSK;, CT;) = U;(C[i],z; R) for i = 1,..., X;
2. Run the decoder to get y < RE.Decode(y1, ..., y))-

Output y.

14



Correctness. Correctness follows directly from the correctness of the brute-force FE construction
and randomized encodings.

Security. We first prove that ONEQFE is 1-NA-SIM-secure (See below on how to modify the
proof to show 1-AD-SIM-security). Recall that the simulator gets as input the following values:

1. The public key: (MPK;)2_;;
2. The query C and the corresponding secret key SKc = (SK¢i);
3. The output of C: C(z);

On the very high level, the security of the scheme follows from the fact that by the security of brute-
force construction the adversary can only learn y; for all ¢ and by the security of the randomized
encoding the adversary can only learn y = C(x).

We establish security via a series of Games. Game 0 corresponds to the real experiment and
Game A + 1 corresponds to the ideal experiment where simulator S produced the ciphertext. The
goal of the simulator S is to produce a ciphertext that is indistinguishable from the real ciphertext.
Let BFFE.Sim and RE.Sim be the brute-force FE and randomized encoding simulators, respectively.

Game 0. Real encryption experiment.

Game i for i € {1,...,\}. In Game i, i ciphertexts are encrypted properly using MPK; and A\ —i
ciphertexts are simulated. Formally, for all 1 < j <4, let

CT, + BFFE.Enc(MPK;, (z; R))
For all : < j < A, let
CT,; « BFFE.Sim(MPK;, (Ui(C[i], z; R), Us(C[i], - ; - ),SKc))

Output the ciphertext
CT := (CTy,...,CT))

Game A+ 1. Same as Game ), except the randomized encoding is now produced by the RE.Sim.
Formally, the simulator S does the following.

1. Let B
(Ui(C[i], z; R))~, + RE.Sim(1%,U,U(C, z)))

2. For all i € [)], let

CT; < BFFE.Sim(MPK;, (U;(C[i], z; R), Ui (C[i], - ; - ),SKc.))

3. Output the ciphertext
CT = (CTl, ceey CT)\)

Claim 4.0.1. The outputs of Game 0 and Game X are computationally indistinguishable.
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Proof. The only different between Games 0 and A is that in the later the ciphertext produced by the
simulator. If there is a distinguisher between the Games, then by we can distinguish between Games
¢ and ¢ + 1 for some ¢, hence compromise the security of the underlying BFFE construction. [

Claim 4.0.2. The outputs of Game \ and Game A+ 1 are computationally indistinguishable.
Proof. This claim follows directly from the security of the randomized encoding simulator. O

Therefore, we can conclude that the real experiment is indistinguishable from the ideal
experiment.

We now sketch how to modify the above proof to show that ONEQFE is 1-AD-SIM-secure.
Construct the simulator S = (S1,52) as follows. The simulator S; is the same as in the non-
adaptive case, except it passes the simulated decomposable randomized encoding U(C,x; R) as a
part of the state to Sy. Now, assume the oracle query C' comes after the challenge ciphertext (the
other case is trivial). We invoke the single brute-force simulator BFFE.Sim many times for all MSK;.
For every oracle queries U;(C[i], - ; - ) made by BFFE.Sim reply with y; < U;(C]i], ; R). Finally,
output (SKc;;)ie[y as the secret key to the adversary.

5 A Construction for NC1 circuits

In this section, we construct a functional encryption scheme for all NC1 circuits secure against
q secret-key queries, starting from one that is secure against a single secret-key query. Our
construction will rely on any semantically secure public-key encryption scheme.

The Class of Circuits. We construct g-bounded FE scheme for a circuit family C := NC1. In
particular, we consider polynomial representation of circuits C' in the family. The input message
space X = F’ is an (-tuple of field elements, and for every circuit C € C, C(-) is an f-variate
polynomial over FF of total degree at most D. The complexity of our construction will be polynomial
in both D and ¢, where ¢ is the number of secret keys the adversary is allowed to see before he gets
the challenge ciphertext.

5.1 Our Construction

Let C := NC1 be a circuit family with circuits of degree D = D(k) in its input, and let ¢ = ¢(k) be
a bound on the number of secret key queries. Our scheme is associated with additional parameters
S =S5(k), N=N(k),t =1t(k) and v = v(k) (for an instantiation of the parameters, see Section 5.2).

We start by defining a new family G as follows:
Gon(w, Z1,...,Zg) :=Clx) + > _ Zi (1)
i€EA
where A C [S] and Z1,...,Zg € F.

Let (OneQFE.Setup, OneQFE.Keygen, OneQFE.Enc, OneQFE.Dec) be a functional encryption
scheme for G secure against a single secret key query. Our ¢-query secure encryption scheme
BDFE = (BdFE.Setup, BAFE.Keygen, BAdFE.Enc, BdFE.Dec) for C works as follows:
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Setup BdFE.Setup(1%): Run the one-query setup algorithm N times to generate independent
master public-key/secret-key pairs

(MPK;, MSK;) +— OneQFE.Setup(1") fori=1,...,N
Output (MPK;)¥, as the master public key and (MSK;)X, as the master secret key.

Key Generation BdFE.Keygen(MSK, C'): On input the master secret key MSK and a circuit
Celd,

1. Choose a uniformly random set I' C [N] of size tD + 1,
2. Choose a uniformly random set A C [S] of size v;

3. Generate the secret keys
SKc.a,i < OneQFE.Keygen(MSK;, Gc a) for every i € T’
Output as secret key SK¢ := (I', A, (SK¢ A i)ier)-
Encryption BdFE.Enc(MPK, z): On input the master public key MPK = (MPK;)Y, and an

input message x = (r1,...,xp) € X:
1. For i =1,2,...,¢, pick a random degree ¢t polynomial y;(-) whose constant term is ;.
2. Fori=1,2,...,5, pick a random degree Dt polynomial (;(-) whose constant term is 0.

3. Run the one-query encryption algorithm OneQFE.Enc N times to produce ciphertexts
CTZ — OneQFE.Enc(I\/IPKi, (,ul(z), . ,,ug( ) Cl( ) e QS(Z))) for i = 1, - ,N
Output (CT;)Y, as the ciphertext.

Decryption BdFE. Dec(SKc, CT): On input a secret key SKc = (I', A, (SK¢,ai)ier) and a
ciphertext CT = (CT;),, do the following:

1. Compute a degree Dt polynomial 7(-) such that 7(i) = OneQFE.Dec(SK¢c a i, CT;) for
all ¢ € T

2. Output 7(0).

5.1.1 Correctness

We show that the scheme above is correct. By correctness of the underlying single-query FE, we
have that for all ¢ € T,

n(@) = Gealpa(),. .., pe(@), Gi(0), ..., ¢s(i))
= C(ul(),...,w —I—ZCa

a€A

Since |I'| > Dt + 1, this means that 7 is equal to the degree Dt polynomial

() =Clpa () me()) + D Gal)

a€A

Hence, n(0) = C(z1,...,2¢) = C(x).
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5.2 Setting the Parameters

We show how to set the parameters S = S(k), N = N(k) and ¢t = t(k). These parameters govern
the choice of the sets I' and A during the key generation algorithm, and are required to satisfy the
following two conditions:

Small Pairwise Intersections. Let I'j,...,I'; C [N] be the (uniformly random) sets chosen
for each of the g secret key queries of the adversary. Whenever two of these sets intersect, the
adversary obtains two distinct secret keys for the underlying one-query secure FE scheme. More
precisely, for every j € I'y N I'y, the adversary obtains two secret keys under the public key MPK;.
Since security of MPK; is only guaranteed under a single adversarial query, we have to contend
with the possibility that in this event, the adversary can potentially completely break the security
of the public key MPK;. In particular, for every such j, the adversary potentially learns a share of
the encrypted input message x.

Thus, to guarantee security, we require that the union of the pairwise intersections of I'y, ..., T’y

is small. In particular, we require that ‘ Uiz (TN Fj)' < t. This ensures that the adversary learns

at most t shares of the input message x, which together reveal no information about zx.

A simple probabilistic argument shows that this is true (with probability 1 — 2t/ qg)) as long
as ¢*- (Dt/N)%- N < t/10. In other words, we will set t(x) = O(¢*k) and N (k) = ©(D?¢?*t) which
satisfies the above constraint with probability 1 — 27(*)_ For details, we refer an interested reader
to Appendix B.1.

Cover-Freeness. Let Aq,...,A; C [S] be the (uniformly random) sets of size v chosen for each
of the g secret key queries of the adversary. The security proof relies on the condition that the
polynomials A, Ca(+) are uniformly random and independent which is true if the collection of

sets Aq,...,Aq is cover-free. That is, for every i € [g]: A;\ <U#i Aj> # .

A simple probabilistic argument shows that this is true (with probability 1 — 2-a*v?/ 9)) as
long as ¢?v?/S < v/100. In other words, we will set v(k) = O(x) and S(k) = O(vq?) which satisfies
the above constraint with probability 1 — 2-%)  For details, we refer an interested reader to
Appendix B.2.

We remark that in our construction, multiple secret key queries for the same C' € C result in
different secret keys SK¢, essentially because of the different random choices of the sets A and I'.
Using a pseudorandom function (applied to C), it is possible to ensure that multiple secret key
queries for the same C' result in the same answer.

5.3 Proof of Security

Theorem 5.1. Let ONEQFE be a 1-AD-SIM-secure (resp. 1-NA-SIM-secure) functional encryp-
tion scheme for any family of poly-size circuits. Then, for any circuit family C computable in NC1
the BDFE scheme described above is g-AD-SIM-secure (resp. q-NA-SIM-secure).

We prove that the construction BDFE given in Section 5 is ¢-AD-SIM-secure if we start out with
a 1-AD-SIM-secure scheme. This subsumes the non-adaptive variant of the proof. By Theorem A.1,
this implies that BDFE is ¢-NA-SIM-secure for many messages. However, it is only single-message
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q-AD-SIM-secure (see Figure 1 for relations).

We establish security by first defining the simulator and then arguing that its output is
indistinguishable via a series of Games. For readability, we adopt the following convention: we
use 4 to index over values in [IN], and we use j to index over the queries.

Overview. Suppose the adversary receives the challenge ciphertext after seeing ¢* < ¢ queries.
The simulator has to simulate the ciphertext and answer the remaining secret key queries. We may
assume it already knows all of I'1,...,I';, Ay, ..., A,. This is because:

e for j < ¢*, the simulator gets I'j, A; from SKj;
e for j > ¢*, the simulator gets to program I';, A; and could pick all these quantities in advance.

We first describe our strategy for simulating the ciphertext CT = (CTy,...,CTy) and the secret
keys. Let Z denote

J@inTy)

J#3
We will consider two cases:

e i € 7: Here, we may issue more than one secret key corresponding to (MPK;, MSK;); therefore,
we can no longer rely on the security of the underlying one-query FE scheme. Instead, we
rely on the statistical security of the underlying MPC protocol and the fact that |Z| < ¢.
Specifically, we can simulate CT; and the secret keys honestly.

e i ¢ T: Here, we issue at most one secret key corresponding to (MPK;, MSK;); this is because at
most one of the sets I'1, ..., T’y contains 7. Suppose i € I';. We may now appeal to the security
of the underlying one-query FE scheme. Specifically, we simulate CT; computationally using
the simulator for the underlying one-query FE scheme. If j < ¢*, then we do not need to
program secret keys at all. If j > ¢*, upon receiving query C;, we program the corresponding
keys SK¢; a;,i using the one-query simulator.

We formally define the simulator BAFE.Sim as follows:

Simulating the ciphertext after query ¢*. Here, the simulator knows I't,..., Ty, Ay, ..., Ag;
the queries C1, ..., Cy, the outputs Cj(z),...,Cy(z), and the secret keys SKj, ..., SKg-.

1. Uniformly and independently sample £ random degree ¢ polynomials p1, . . ., gy whose constant
terms are all 0.

2. We sample the polynomials (1,...,(s as follows: let Ag:=0. For j =1,2,...,¢:

(a) by the cover-free property, fix some a* € A; \ (AgU---UA;_1);

(b) for all a € (A; \ (Ao U---UA;_1))\ {a*}, set {, to be a uniformly random degree Dt
polynomial whose constant term is 0;

(c) if j < ¢*, pick a random degree Dt polynomial 7;(-) whose constant term is Cj(x); if
J > q*, pick random values for 7;(7) for all i € Z;
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(d) the evaluation of {4+ on the points in Z is defined by the relation:

ni () = Ci(pa(-)s - pe(+)) + Z 10

aGAj

Finally, for all @ ¢ (A1 U---UAy), set {, to be a uniformly random degree Dt polynomial
whose constant term is 0.

3. For each ¢ € Z, run the one-query encryption algorithm OneQFE.Enc to produce ciphertexts
CTZ — OneQFE.Enc(MPKi, (Ml (Z), - ,M@(i), Cl(Z>, - ,C5<Z)>)

4. For each i ¢ Z, run the one-query simulator OneQFE.Sim to produce ciphertexts CT; as
follows: at most one of I'1, ..., I'y contains 1.

e If such a set exists, let j denote the unique set I'; that contains i (i.e. i € I';). If j < ¢¥,
compute
CT; « OneQFE.Sim(MPKi7 (m;(), ch,Aj,Sch,AjJ))

where SK¢; a; i is provided as part of SK;.

e If no such set exist or 5 > ¢*, then compute
CT; + OneQFE.Sim(MPK;, 0)

Output (CT;)Y, as the ciphertext.

Simulating secret key SK;, for j > ¢*. Here, the simulator gets MSK = (MSKy,...,MSKy)
and Cj(z), C; and needs to simulate (SK¢; A )ier; -

1. For each i € I'; N Z, pick SK¢; A, < OneQFE.Keygen(MSK;, Gg; ;).
2. For each i € I'; \ Z (i.e, I'; is the only set that contains i),

(a) pick a random degree Dt polynomial 7;(-) whose constant term is C;(z) and subject to
the constraints on the values in Z chosen earlier;

(b) run OneQFE.Sim(MSK;, (1;(i), Go;,a,)) to obtain SK¢; a; i so that CT; decrypts to n;(i).
Output (SKc; A, i)ier; -
We establish security via a series of Games. The simulator is described above.

Game 1. We modify ¢i,...,(s,n1,...,7q to be the same as that in the simulator.

Game 2. We simulate (CT;);¢7 and SKj, j > ¢* as in the simulator.
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Game 3. The output of the simulator. That is, we modify how polynomials pui,..., s are
sampled.

Claim 5.1.1. The outputs of Game 0 and Game 1 are identically distributed.

Proof. In the normal encryption, (4= is chosen at random and 7;(-) is defined by the relation. From
Step 2 in the ciphertext simulation and Step 2 in the secret keys simulation (for j > ¢*) BAFE.Sim,
essentially, chooses 7;(-) at random which defines (,-. It is easy to see that reversing the order of
how the polynomials are chosen produces the same distribution. ]

Claim 5.1.2. The outputs of Game 1 and Game 2 are computationally indistinguishable.

Proof. Informally, this follows from the security of the underlying one-query FE scheme and the
fact that for all ¢ ¢ Z, we run OneQFE.Keygen(MSK;, -) at most once.

By a hybrid argument, it suffices to show that for all ¢ ¢ Z, the distribution of CT; in Game 1 and
2 are computationally indistinguishable (given MPK; and SKi,...,SK,). Indeed, fix such a ¢ ¢ 7
and a corresponding unique j such that ¢ € I'; (the case no such j exists is similar).

First, observe that amongst SKi, ..., SKy, only SK; contains a key SK¢; a;; that is generated using
either SK¢; A, < OneQFE.Keygen(MSK;, G, a;) (for the non-adaptive queries) or SK¢; A, i
OneQFE.Sim(MSK;, (1;(i), Gg;,a,)) (for the adaptive queries).

Case 1: Assume j < ¢*. Observe that

(i) = Cilu (@), pe(D) + Y Cald)

CLEA]'

= GC’]-,AJ' (Ul(i)v s ,,U,g(i), <1<i), s CS(Z)) (2)

which means that in both Games 1 and 2, CT; decrypts to the same value. Now, note that in Game
1, CT; is generated using

CT; « OneQFE.Enc(MPK;, (1 (2), ..., pe(2), 1 (4), - - ., Cs(4)))
By the security of the underlying FE scheme, this is computationally indistinguishable from
OneQFE.Sim(MPK;, (G, a, (p1(i), - - - pue(@), C1(4), - - ., Cs(4)), Goy a5 SKey a,,4))
By the Equation 2, this is the same as
OneQFE.Sim(MPKi7 (n;(4), GC].AJ.,SKC].,AJ.J))

which is the distribution of CT; in Game 2.
Case 2: Assume j > ¢*. Then:

o CT; « OneQFE.Sim(MPKi,V)) and

e SK¢; ;i < OneQFE.Sim(MSK;, (1;(), Go; A, )
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Similarly, by the Equation 2 and by the security of the underlying one-query FE scheme this
simulated pair of ciphertext and secret key is indistinguishable from the real. O

Claim 5.1.3. The outputs of Game 2 and Game 3 are identically distributed.

Proof. In Game 2, the polynomials pq, ..., are chosen with constant terms zi,...,xy, respec-
tively. In Game 3, these polynomials are now chosen with 0 constant terms. This only affects the
distribution of p1, ..., iy themselves and polynomials (1, ..., (s. Moreover, only the evaluations of
these polynomials on the points in Z affect the outputs of the games. Now observe that:

e The distribution of the values {u1(7), ..., pt¢(¢) }iez are identical in both Game 2 and 3. This
is because in both games, we choose these polynomials to be random degree ¢ polynomials
(with different constraints in the constant term), so their evaluation on the points in Z are
identically distributed, since |Z| < t.

e The values {(i(7),...,(s(?) }iez depend only on the values {u1(7),. .., ue(i) }iez.

The claim follows readily from combining these observations. O

6 A Bootstrapping Theorem for Functional Encryption

In this section, we show a “bootstrapping-type” theorem for functional encryption (FE). In a
nutshell, this shows how to take a ¢-query functional encryption scheme for “bounded degree”
circuits, and transform them into a g-query functional encryption scheme for arbitrary polynomial-
size circuits. The transformation relies on the existence of a pseudorandom generator (PRG) that
stretches the seed by a constant factor, and which can be computed by circuits of degree poly(k).
This is a relatively mild assumption, and in particular, is implied by most concrete intractability
assumptions commonly used in cryptography, such as ones related to factoring, discrete logarithm,
or lattice problems.

In a high-level the idea is this: Suppose we wish to construct an FE scheme for a family C of
polynomial-size circuit. Let C' € C and z be some input. Then, let C(x; R) denote a randomized
encoding of C' that is computable by a constant-depth circuit with respect to the inputs  and R.
By [AIK06, Theorem 4.14], we know that assuming the existence of a pseudo-random generator in
®L/poly, such a randomized encoding exists for every polynomial-size circuit C.

Consider a new family of circuits G defined as follows:
Gea(z,R1,...,Rg) == 6'<x, EB Ra>
acA

Observe the following;:

e Since for any C, C~’( -; - ) is computable by a constant-depth circuit, then Goa( - ; - ) is
computable by a constant-degree polynomial. Using the result from the previous scheme, we
have a ¢-AD-SIM-secure FE scheme for G.

e Given a functional encryption scheme ford G, it is easy to construct one for C. Decryption
works by first recovering the output of G¢ a and then applying the decoder for the randomized
encoding.
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e Informally, 1-AD-SIM-security follows from the fact that the ciphertext together with the
secret key reveals only the output of C (w), which in turn reveals no more information than
C(z). More formally, given C(x), we can simulate C(z) and then the ciphertext, using first
the simulator for the randomized encoding and then that for the underlying FE scheme.

e The role of the subset A is similar to that in the preceding construction — to “rerandomize”
the randomness used in GG, which is necessary to achieve ¢-AD-SIM-security.

Functional Encryption Scheme for C. Let (BdFE.Setup, BdFE.Keygen, BdFE.Enc, BdFE.Dec)
be a ¢-AD-SIM-secure scheme for G, with a simulator BdFE.Sim. We construct an encryption scheme
(FE.Setup, FE.Keygen, FE.Enc, FE.Dec) for C works as follows (that takes parameters S, v as before).

e Setup FE.Setup(1”): Run the bounded FE setup algorithm to generate a master public-
key/secret-key pair (MPK, MSK) < BdFE.Setup(1%).

e Key Generation FE.Keygen(MSK, C): On input the master secret key MSK and a circuit
C € C, do the following:

1. Choose a uniformly random set A C [S] of size v;

2. Generate the secret key SKo A < BAFE.Keygen(MSK, G a).
Output as secret key SK¢ := (A, SKca).

e Encryption FE.Enc(MPK,z): On input the master public key MPK and an input message
x € X, do the following:

1. For i =1,2,...,85, choose uniformly random R; & {0,1}".

2. Run the bounded degree encryption algorithm BdFE.Enc to produce a ciphertext
CT < BdFE.Enc(MPK, (z, R1,..., Rg))
Output CT as the ciphertext.

e Decryption FE.Dec(SK¢,CT): On input a secret key SK¢ and a ciphertext CT,

— Run the bounded FE decryption algorithm to get y < BdFE.Dec(SK¢ A, CT).
— Run the randomized encoding decoder on y to get the output y <— RE.Decode(y).

6.0.1 Correctness

We first show correctness of the scheme FE. Given a secret key SKeo and a ciphertext CT «
FE.Enc(MPK, z), the decryption algorithm computes

J = BAFE.Dec(SKca, CT) = Goa(z, Ry, . .., Rs) = C(x; @aeA R.))
Of course, running RE.Decode on this should return y = C(z), by the correctness of the randomized

encoding scheme.
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Bootstrapping for Unbounded Queries. Although the transformation above assumes the
knowledge of ¢ (the bound on the number of secret key queries of the adversary), we can generalize
it to work for unbounded queries as follows. Essentially, the idea is to generate fresh (computational)
randomness for each randomized encoding using a pseudo-random function.

In particular, let {prfg}gcfo,1}~ be a circuit family of weak pseudo-random functions. Consider
a new circuit family C that works in the following way:

Ge,r(z, S9)) = 5(96; Pffs(R)>

Then, essentially the same construction as above works as a way to bootstrap an FE scheme
for arbitrary circuits from FE schemes for circuits that can compute the weak PRF followed by
the randomized encoding. Assuming the existence of weak PRFs and PRGs that can be computed
by circuits of degree poly(k), we then obtain functional encryption schemes for arbitrary circuits.
Note, that by [AGVW12] it is impossible to achieve functional encryption for PRFs under NA-SIM-
security for unbounded queries. However, constructions secure under a weaker security definition
(for example, indistinguishability) are still open.

6.1 Proof of Security

Theorem 6.1. Let BDFE be a q-AD-SIM-secure (resp. q-NA-SIM-secure) functional encryption
scheme for any family of circuits computable in NC1. Then, for any family C of polynomial-size
circuits the FE scheme described above is ¢-AD-SIM-secure (resp. q-NA-SIM-secure).

We prove that the construction FE given in Section 6 is ¢-AD-SIM-secure if we start out with
a g-AD-SIM-secure scheme. This subsumes the non-adaptive variant of the proof.

Proof overview. Suppose the adversary sees ¢* queries before seeing the ciphertext. The
simulator has to simulate the ciphertext and answer the remaining secret key queries. We may
again assume that the simulator knows all of I'y, ..., T, Ay, ..., Ay

Simulating the ciphertext. The simulator gets {C}(z), Cj, SKc; } je[q+] and outputs:
CT «+ BdFE.Sim(MPK, {RE.Sim(C;(x)), Ge;n,5SKe; A }je[q*]>
with fresh independent randomness for each of the ¢* invocations of RE.Sim.

Simulating secret key SK¢;, for j > ¢*. Here, the simulator gets MSK and Cj(z),C; and
needs to simulate SK¢, := (Aj,SKg; a;). It proceeds as follows:

1. Picks g; < RE.Sim(Cj(z)).
2. Runs BAFE.Sim(MSK, (7;, Gg; a;)) to obtain SK¢; a; so that CT decrypts to g;.
Output SKCj = (Aj,SKijAj).

Details. We establish security via a series of Games, where the last Game corresponds to the
simulator described above.
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Game 0. Normal encryption.

Game 1. We modify the distribution of the ciphertext to use BAFE.Sim as in the static case for
both the ciphertext and the secret-key queries after the adversary sees the ciphertext. That is,

CT « BdFE.Sim(MPK, (G, n, (33 Ry, .., Rs), Go, a,, SKe, }je[q*])

Moreover, for j > ¢*, it

1. Picks g; - G, a,(7; Ry, ..., Rs).

2. Runs BdFE.Sim(MSK, (7, Gg;,a,)) to obtain SK¢; a; so that CT decrypts to g;.
Output SK¢; = (A;,SKg; A, )-

Game 2. We replace {@aeAj R“}je[q} with { R }

icld’ where for each j:

Gojn; (v Ry, Rg) i= 5(95?@ €A Ra)
a€h;

Game 3. The output of the simulator (that is, switch to using RE.Sim).

Claim 6.1.1. The outputs of Game 0 and Game 1 are computationally indistinguishable.

Proof. This follows readily from ¢-AD-SIM-security of the underlying FE scheme. 0
Claim 6.1.2. The outputs of Game 1 and Game 2 are identically distributed.

Proof. By cover-freeness of Aq,...,A,, we have that

{@aeAj Ra}je[q} and { R; }jé[q}

are identically distributed. O
Claim 6.1.3. The outputs of Game 2 and Game 3 are computationally indistinguishable.

Proof. This follows readily from a hybrid argument and the security of the randomized encoding
scheme, which says that for each j =1,...,¢:

Cj(z; R;) and RE.Sim(Cj(x))

are computationally indistinguishable. O
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7 Yet Another Bootstrapping Theorem Using FHE

We show a bootstrapping theorem that transforms a ¢-query FE scheme supporting NC1 circuits
into a g-query FE scheme for arbitrary polynomial-size circuits using, in addition, a fully
homomorphic encryption scheme [Gen09, BV11]. Intuitively, the construction can be viewed as
follows: we reduce functional encryption for a circuit C' to one for the decryption algorithm for a
fully homomorphic encryption scheme computable in NC1. Putting this together with the g-query,
NC1 ciruit scheme from Section 5 gives us Theorem 7.1.

First, we need a generalization of the construction for NC1 circuits from Section 5. Assume
that the message is split into a public part and a secret part. Then, the key observation is that the
construction from Section 5 works for any circuit C' which is computable in NC1 in the variables
of the secret part. The rationale for this is the same as that used to obtain a predicate encryption
with public index from the scheme in Section 5.

We show the following theorem:

Theorem 7.1. Let BDFE be a q-query, FE scheme which works for any NC1 circuit, and let
FHE be a semantically secure fully homomorphic encryption scheme whose decryption algorithm
FHE.Dec(SK, ct) can be implemented by an NC1 circuit in the secret key. Then, for any family of
poly-size circuits C there exists a q-query FE scheme FE = (FE.Setup, FE.Keygen, FE.Enc, FE.Dec).
Furthermore, if BDFE is ¢-NA-SIM-secure (resp. q-AD-SIM-secure), then so is FE.

Any of the recent fully homomorphic encryption schemes have decryption algorithms com-
putable in NC1. Putting these together, we get ¢g-bounded FE schemes under the “learning with
errors” and the “ring learning with errors” assumptions (together with certain circular security
assumptions) [BV11].

Let C be an arbitrary polynomial-size circuit family. Our construction uses the following
components:

e An Inner Encryption Scheme: Let FHE = (FHE.Keygen, FHE.Enc, FHE.Eval, FHE.Dec)
be a fully homomorphic encryption scheme where the decryption algorithm FHE.Dec can be
implemented by an NC1 circuit in the secret key.

e An Outer Encryption Scheme: Let BDFE = (BdFE.Setup, BdFE.Keygen, BdFE.Enc, BdFE.Dec)
be a g-query functional encryption scheme for the family G that is computable by NC1 circuits
in their secret input defined as follows:

Go(ct,SK) = [ct, FHE.Dec(SK, FHE.Eval(C, ct))]

Note that although G has circuits that are at least as large as those for C, all we are interested
in is its degree in the secret input, namely SK.

Our g-query secure encryption scheme (FE.Setup, FE.Keygen, FE.Enc, FE.Dec) for C works as follows.
e Setup FE.Setup(1”): Run the bounded FE setup algorithm to generate a master public-

key /secret-key pair:
(MPK, MSK) « BdFE.Setup(1%)
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e Key Generation FE.Keygen(MSK,C): On input the master secret key MSK and a circuit
C € C, run the bounded FE key generation algorithm to generate a secret key

SK¢ < BdFE.Keygen(MSK, G¢)

for the circuit G¢.

e Encryption FE.Enc(MPK,z): On input the master public key MPK and an input message
T EeEX:

1. Choose a uniformly random public-key/secret-key pair for the fully homomorphic
encryption scheme FHE by running

(PK, SK) < FHE.Keygen (1)
2. Encrypt the input message x using the FHE encryption algorithm

ct + FHE.Enc(PK, z)

3. Run the bounded FE encryption algorithm to encrypt the ciphertext ct together with
the fully homomorphic secret key SK:

CT + BdFE.Enc(MPK, (ct, SK))

Output CT as the ciphertext.

e Decryption FE.Dec(SK¢,CT): On input a secret key SK¢ and a ciphertext CT, run the
bounded FE decryption algorithm to get [ct,y| - BAFE.Dec(SK¢, CT), and output [ct, y].

7.0.1 Correctness and Security

We first show correctness of the scheme FE. Given a secret key SKeo and a ciphertext CT <«
FE.Enc(MPK, z), the decryption algorithm computes

[ct,y] = BdFE.Dec(SKc,CT)
—  BdFE.Dec(SKc, BAFE.Enc(MPK, (ct, SK)))
(where ct < FHE.Enc(PK, z))
= Gc(ct,SK)
— [et, FHE.Dec(SK, FHE.Eval(C, ct))]
= [et,C(x)]

We establish security via a series of Games. The simulator is described in Game 2.
Game 0. Normal encryption.

Game 1. Run the g-query simulator on input ([ct - FHE.Enc(PK, z), C;(z)], G¢,, SK;)?_,, where
n < q is the number of oracle query calls made to BdFE.Keygen.
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Game 2.

Run the g-query simulator on input ([ct <— FHE.Enc(PK,0), Ci(z)], G¢;, SK;)i~,, where

n < ¢ is the number of oracle query calls made to BAdFE.Keygen.
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A Relations between Definitions of Functional Encryption

In this section, we first describe simulation-based and indistinguishability-based definitions for
many input messages functional encryption, largely based on the recent works of Boneh, Sahai and
Waters [BSW11] and O’Neill [O’N10]. We then go on to show relations between various flavors of
these definitions.

A.1 A Simulation-based Definition

Definition A.1 (NA-SIM- and AD-SIM- Security). Let FE be a functional encryption scheme for
a circuit family C = {C,{ X — yK}HGN. For every p.p.t. adversary A = (A1, As) and a p.p.t.
simulator S = (51, 52), consider the following two experiments:

Exp/E2 4 (17): Explfey o(1%):

~

: (MPK, MSK) < FE.Setup(1*) : (MPK, MSK) < FE.Setup(1")

(o1, .. wp.st) e ATEREMSKI (vipyy 2 (g st) AL CEO (MPK)
» Let (Cy,...,Cy) be Ay’s oracle queries
» Let SK; be the oracle reply to C;
» LetV:= {yij = Cz(xj),CZ,SKl}

3: | (CTy,...,CTy, st') « S1(MPK, V, 1l%l)

O(MSK,- / st/
4 | ATV (MPK, CTy, L., CTy, 1) o A MSKSL) (MPK CTy, ..., CTy, st)
: Output (o, 21, ..., 2y)

N~

5: | CT; « FE.Enc(MPK, ;)

O
(S

: Output (o, 21, ..., 2y)

We distinguish between two cases of the above experiment:
1. The adaptive case, where:

o the oracle O(MSK,-) = FE.Keygen(MSK, -) and
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o the oracle O'(MSK, st', -) is the second stage of the simulator, namely S;Jz(')(MSK, st ),
where Uy, (C) = C(x) for any C € C.

The simulator algorithm Sy is stateful in that after each invocation, it updates the state st’
which is carried over to its next invocation. We call a simulator algorithm S = (Si,52)
admissible if, on each input C, Sy makes just a single query to its oracle Uy (-) on C itself.

The functional encryption scheme FE is then said to be (q, many)-simulation-secure for many
messages against adaptive adversaries ((g, many)-AD-SIM-secure, for short) if there is an
admissible p.p.t. simulator S = (S1,52) such that for every polynomial function ¢ = {(k)
and for every p.p.t. adversary A = (A1, Az) that makes at most q queries, the following two
distributions are computationally indistinguishable:

{Expyﬁz',w)} é{Exps‘é@igu“)}
rEN rEN

In the special case where (k) =1, we will call the scheme (g, one)-AD-SIM-secure.

2. The non-adaptive case, where the oracles O(MSK,-) and O'(MSK, st,-) are both the “empty
oracles” that return nothing: the functional encryption scheme FE is then said to be
(g, many)-query simulation-secure for many messages against non-adaptive adversaries
((g, many)-NA-SIM-secure, for short) if there is a p.p.t. simulator S = (Si,L) such that
for every polynomial function £ = {(k) for every p.p.t. adversary A = (A, A2) that makes
at most q queries, the two distributions above are computationally indistinguishable. In the
special case where £(k) = 1, we will call the scheme (q,one)-NA-SIM-secure.

Note that this definition is the generalization of the one presented in Section 3 to the case
where the adversary receives multiple ciphertexts. Intuitively, the above security definition states
that whatever information adversary is able to learn from the ciphertexts and secret keys, can be
obtained by a simulator from the secret keys and the outputs of the functionality for the messages
only.

We remark that our definitions imply (and are stronger than) those of presented in the work
of Boneh, Sahai and Waters [BSW11]|. More formally, for the adaptive variant we can instantiate
[BSW11] simulator (Simq, Simo, Sims) as follows.

1. Simq runs FE.Setup and sets pp := MPK, o := MSK.

2. Simo runs FE.Keygen algorithm on MSK and updates o to include all oracle queries and
replies (Cj, SK;).

3. Simg computes y; = Uy(-) for all C; using its oracle. Next, it runs our simulator
S1(MPK, {y;, C;,SK;}) to obtain the ciphertext CT. It invokes A° on the ciphertext, and
on any FE.Keygen call it uses our Ss to obtain a secret key. Finally, output the same a as
A°. The non-adaptive variant follows similarly.

A.2 An Indistinguishability-Based Definition

Definition A.2 (NA-IND- and AD-IND-Security). Let FE be a functional encryption scheme for
a circuit family C = {C,{ X — y,{}neN. For every function £ = ((k), every p.p.t. adversary
A = (A1, As), consider the following two experiments:
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Expg%,A(l“): Expg%A(l“):

1: (MPK, MSK) « FE.Setup(1%) 1: (MPK, MSK) « FE.Setup(1%)
2: (o, 1, st) « ATEKeEen(MSK) (yp) 2: (&, 41, st) « ATEKevEen(MSKI) (ypi)
» where Ty = (3:0[ |4 » where Ty = (mo[ |4
» and T = (z1[1],.. .,xl[ﬁ]) » and T = (xl[l], e ,xl[f])
5: | CT; « FE.Enc(MPK, zli]) Vi € [(]] 3: | CT; < FEEnc(MPK, 4 [i]) Vi€ [(]]
4o b ASMKIMPK CTy,..., CTy, st) 4 b AYMKIMPK CTy,..., CTy, st)
5: Output b 5: Output b

Define an admissible adversary A = (A, A2) as one which makes at most ¢ oracle queries and
C(zolt]) = C(x1[i]) for each query C and every i € [(]. We distinguish between two cases of the
above experiment:

1. The adaptive case, where the oracle O(MSK,-) = FE.Keygen(MSK,:): the functional
encryption scheme FE s said to be indistinguishable-secure for many messages against
adaptive adversaries ((g, many)-AD-IND-secure, for short) if for every polynomial function
¢ ={(k) and every admissible p.p.t. admissible adversary A = (A1, Az2), the advantage of A
defined as below is negligible in the security parameter k:

Advre ga(k) == | PrExplh , 4(1%) = 1] — Pr[Expid , 4 (1) = 1]|

where the probability is over the random coins of the algorithms of the scheme FE and that
of A. In the special case where (k) = 1, we will call the scheme (q, one)-AD-IND-secure.

2. The non-adaptive case, where the oracle O(MSK;,-) is the “empty oracle” that returns nothing:
the functional encryption scheme FE is said to be indistinguishable-secure for many messages
against non-adaptive adversaries ((¢, many)-NA-IND-secure, for short) if for every polynomial
function £ = ¢(k) and every admissible p.p.t. adversary A = (A1, Az), the advantage of A
defined as above is negligible in the security parameter k.

In the special case where (k) =1, we will call the scheme (g, one)-NA-IND-secure.

Note that this definition is identical to the definitions presented in [BSW11] and [O’N10], except
that they define it for a single message only.

A.3 Relations Between Definitions
In this section, we prove the following relations between the definitions.

e Non-adaptive Definitions: When considering non-adaptive definitions (namely, where the
adversary is constrained to making secret key queries only before he receives the challenge
ciphertext), we show that one-message definitions are equivalent to many-message definitions,
both in the indistinguishability and the simulation worlds.

Put together, this shows that it is sufficient to prove security for one message in the simulation
sense, which is precisely what we will do for our schemes.
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Theorem A.1

(WASIN,..] — [NASiH] [ADSM,| XA s

[O’N10] >< [BSW11] [O’N10]* > [BSW11] >< [BSW11] >< [BSW11]
Theorem A.3 Theorem A.3
NA-IND e . NA-IND AD-IND e ) AD-IND
The Non-Adaptive World The Adaptive World

Figure 1: Relations between definitions of functional encryption in the non-adaptive and adaptive flavors. Regular
blue arrows indicate an implication between the definitions, and a red arrow with a cross on it indicates a separation.
The citations for all non-trivial implications and separations are also shown. Note that we omit writing ¢ in the
abbreviations above (i.e. AD-SIM=(g, many)-AD-SIM, AD-SIM,,.=(q, one)-AD-SIM; similarly for the rest of the
abbreviations.)

e Adaptive Definitions: When considering adaptive definitions (namely, where the adversary
is allowed to make secret key queries after receiving the challenge ciphertext) we show that
for any ¢, (g, one)-AD-SIM implies (g, one)-AD-IND which is equivalent to (g, many)-AD-IND.
We also construct a functional encryption scheme and prove it secure under (g, one)-AD-SIM
definition. Therefore, from the work of Boneh et al. [BSW11] we can conclude that (g, one)-
AD-SIM does not imply (g, many)-AD-SIM.

These relationships are summarized in Figure 1.

Theorem A.1. Let FE be (q, one)-NA-SIM-secure functional encryption scheme for a circuit family
C. Then, FE is also (q, many)-NA-SIM-secure.

Proof. Let S; be the single message p.p.t. simulator. We construct a p.p.t. simulator S,.
Intuitively, the multiple message simulator will just invoke the single message simulator many
times. Then, using the standard hybrid argument we can conclude that it produces output
indistinguishable from the real. Let ¢ = ¢(k) be arbitrary polynomial function and let A = (A, As)
be arbitrary p.p.t. adversary.

On input (MPK, {y;; = Ci(x;), C;,SK;}) the simulator Sy, proceeds as follows: For each j, let
Vi = {yij = Ci(x;), Ci, SKi }ig|q

!This proof was not explicitly given in [O’N10], but a similar proof for single message definitions can be easily
extended.

2General functional encryption for this definition was shown impossible in [BSW11] when adversary makes just 2
FE.Keygen calls (2-bounded collusion). Since we show a secure construction satisfying AD-SIMg,., this implication

follows.
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The simulator computes and outputs the ciphertext!:
(CTy,...,CTy), where CT; < S1(MPK,V})

Now, let D be the distinguisher between the real and ideal experiments. Then, by the hybrid
argument D can distinguish between the experiments where As is given

(CTy,...,CT;_,CT;,...,CTy) vs (CTY,...,CT{,CTi4,...,CT))
for some 4, where CT"’s and CT®’s correspond to the real and simulated ciphertexts, respectively.

We now construct a single message adversary B = (B, By) and a distinguisher D’ as follows:

1. BfE'Keygen(MSK")(MPK) runs A; and replies to its oracle queries appropriately to get
(1, ...,mg, st). It outputs

(iL‘Z', St, = (xl, e s Lj—1y Ljt1y .- 5Ly, st, (Cj, SKj)je[q])

2. Bo(MPK, CT, st’) first runs the real encryption algorithm on input messages z1,...,x;—1 to
obtain CT7,...,CT;_;. Then, for all j > i+ 1 it sets

Vi == {yi; = Ci(x;), Ci, SKi}ig|q
and runs the single message simulator to get a ciphertext CT; « S1(MPK, V;).

3. Finally, it invokes Ap(MPK,CTY,...,CT;_{,CT,CTj,,,...,CT;) and outputs whatever it
outputs.

4. The distinguisher D’ is the same as D.

We showed that if there exists a distinguisher for many message simulator, then we can break
the security for the single message simulator. This concludes the proof.
O

Theorem A.2. Let FE be (q, one)-AD-SIM-secure functional encryption scheme for a circuit family
C. Then, FE is also (q,one)-AD-IND-secure.

Proof. Let A = (A1, A2) be the admissible adversary such that Advre g 4 is non-negligible. We
construct adversary B = (B, B2) against (g, one)-AD-SIM-security.

° BlFE'Keygen(MSK")(I\/IPK): Run the adversary A; and reply to its oracle queries using its own
oracle to obtain (z, 1, st). Output (zp, st* := (st, xg,x1), where b & {0,1}.

° B;y('\/ISK’St,")(l\/IPI'(7 CT, st): Run the adversary A2(MPK, CT, st) replying to its oracle queries
using its own oracle to obtain b'. Output a := (¥, st’).

Note, that this theorem does not extend to the adaptive definition. In particular, the proof breaks down when
even trying to construct the multiple message simulator to “forge” the secret keys SK.
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Now, in the real experiment b = b' with probability 1/2 + € for some noticeable €. In the ideal
experiment since the simulator is admissible, it must make the same oracle queries to U,(-) as Ba
makes, which are the same queries as Ay makes. Hence, it must be the case that Cj(z¢) = Cj(z1)
for all j. Therefore, information theoretically the simulator gets no information about the bit b
and hence cannot produce the corresponding ciphertext with probability better than 1/2. Hence,
we can distinguish between the ideal and real experiment.

O

Theorem A.3. Let FE be (q,one)-AD-IND/NA-IND-secure functional encryption scheme for a
circuit family C. Then, FE is also (q, many)-AD-IND/NA-IND-secure, respectively.

Proof. These proofs follow a standard hybrid argument. O

As aresult, we focus on proving only (g, one)-NA-SIM and (g, one)-AD-SIM for our constructions.
For simplicity we denote it as ¢-NA-SIM- and q-AD-SIM- security.

B Probabilistic Proofs

B.1 Small Pairwise Intersection

Lemma B.1. LetT'y,...,T; C [N] be randomly chosen subsets of size tD+1. Let t = O(¢*k), N =
O(D?q¢*t). Then,

Pr[ J@inTy)
i#]

where the probability is over the random choice of the subsets I'1,...,T.

< t} =1 -2 %)

Proof. For all 4,5 € [q] such that i # j, let X;; be a random variable denoting the size of the
intersection of S; and 5. Let
X= 2, Xy

i,j€lq),i#]
It is not hard to see that X;;’s are independent random variables. By the linearity of expectation,
ElX]= ) E[Xy]
i,j€lq),i#]

Now, for a fixed set S; and a randomly chosen S; the size of the intersection of S; and S follows a
hypergeometric distribution, where tD + 1 serves both as the number of success states and number
of trials, and N is the population size. Therefore,

(tD+1)(tD+1) (tD+1)?

E[Xij] = N =
Hence, ) b
—1)(tD+1 10¢°t*D
M:E[X]:q(q )](V ) qN
By Chernoff bound, for any ¢ > 0:
—g?
PriX >1+4o0)u] < e:vp(Q n U,u)
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Setting t = O(¢*k), N = ©(D?¢?*t) gives us u = O(t) = O(¢?k). Applying Chernoff bound,

PriX > t] =27

B.2 Cover-Freeness

Lemma B.2. Let Ay,...,A; C [S] be randomly chosen subsets of size v. Let v(k) = O(k) and
S(k) = O(vq?). Then, for alli € [q]

P (Uay) 2ol =1-200
J#1
where the probability is over the random choice of subsets Ay, ..., A,.

Proof. Let i € [g] be arbitrary. Let G := J;,; A;. Clearly, [G| = (¢ — 1)v. Let X be the random
variable denoting |A; \ G|. Now,

1A\ Gl = A — |AiNG| = v — |A NG

Hence,

E[X]=v—E[|A;NG]]
Now, E[|A; NG| follows a hypergeometric distribution with v success states, v(¢ — 1) trials and S
population size. Hence,

Blaing) = 24D

Therefore, E[X] = v — (v%(q¢ — 1))/S. Setting, v(k) = O(x) and S(k) = O(vq?) we obtain that
1= E[X] = 0(k). By Chernoff bound, for any 0 < o < 1:
PriX <(1-o)u] < 6$P<2M)

Applying it we obtain that Pr[X < (1 — o)u] = 2-4%), Hence,

PriA; \ <U Aj> 4 ¢ =Pr[X >0>Pr[X >(1—o0)u] =1—2"9"
j#i
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