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#### Abstract

Fault Analysis is a powerful cryptanalytic technique that enables to break cryptographic implementations embedded in portable devices more efficiently than any other technique. For an RSA implemented with the Chinese Remainder Theorem method, one faulty execution suffices to factorize the public modulus and fully recover the private key. It is therefore mandatory to protect embedded implementations of RSA against fault analysis. This paper provides a new countermeasure against fault analysis for exponentiation and RSA. It consists in a self-secure exponentiation algorithm, namely an exponentiation algorithm that provides a direct way to check the result coherence. An RSA implemented with our solution hence avoids the use of an extended modulus (which slows down the computation) as in several other countermeasures. Moreover, our exponentiation algorithm involves 1.65 multiplications per bit of the exponent which is significantly less than the 2 required by other self-secure exponentiations.


## 1 Introduction

The physical cryptanalysis gathers different cryptanalytic techniques taking advantage of the physical properties of cryptographic implementations. Among these, one mainly identifies side channel analysis [27,26] that physically observes cryptographic computations and fault analysis $[8,6]$ that physically disturbs them. The latter consists in exploiting the faulty outputs resulting from erroneous computations in order to retrieve information on the secret key. Fault analysis has been introduced first against RSA and other public key schemes [8] and then against DES [6]. Several works followed that improved fault analysis and generalized it to other algorithms.

A straightforward way to protect any algorithm against fault analysis is by performing twice the computation and by checking that the same result is obtained. In case of inconsistency, an error message is returned thus preventing the exposure of the faulty result. A variant consists in verifying an encryption by a decryption (or vice versa). These countermeasures are suitable for fast algorithms such as block ciphers, but when a public key cryptosystem such as RSA must be implemented, a doubling of the execution time becomes prohibitive.

[^0]That is why, securing RSA against fault analysis constitutes a challenging issue of embedded cryptography. Several methods have been proposed so far but the number of secure and practical solutions is still quite restricted.

In this paper, we provide a new countermeasure against fault analysis for exponentiation and RSA that constitutes an efficient alternative to the existing solutions. First we introduce preliminaries about RSA, fault analysis and the existing countermeasures (Sect. 2). Then we describe our self-secure exponentiation algorithm (Sect. 3) and the resulting secure RSA-CRT algorithm (Sect. 4). Afterward we analyze the security of our solution (Sect. 5) and we address its resistance vs side channel analysis (Sect. 6). Finally, we give an analysis of the time and memory complexities of our solution and we compare them to previous solutions in the literature (Sect. 7).

## 2 RSA and Fault Analysis

### 2.1 The RSA Cryptosystem

RSA is nowadays the most widely used public key cryptosystem [33]. An RSA public key is composed of a public modulus $N$ which is the product of two large secret primes $p$ and $q$ and of a public exponent $e$ which is co-prime with the Euler's totient of $N$ namely $\varphi(N)=(p-1) \cdot(q-1)$. The corresponding RSA private key is composed of the public modulus $N$ and the secret exponent $d$ that is defined as the inverse of $e$ modulo $\varphi(N)$.

An RSA signature (or deciphering) $s$ of a message $m<N$ is obtained by computing: $s=m^{d} \bmod N$. The signature verification (or message ciphering) is the inverse operation that can be performed publicly since, according to Euler's Theorem, we have: $m=s^{e} \bmod N$.

For efficient implementation of RSA, one makes often use of the Chinese Remainder Theorem (CRT). This theorem implies that $m^{d} \bmod N$ can be computed from $m^{d} \bmod p$ and $m^{d} \bmod q$. The RSA-CRT hence consists in performing the two following exponentiations: $s_{p}=m^{d_{p}} \bmod p$ and $s_{q}=m^{d_{q}} \bmod q$, where $d_{p}=d \bmod (p-1)$ and $d_{q}=d \bmod (q-1)$. By Fermat's little Theorem, we have $s_{p}=m^{d} \bmod p$ and $s_{q}=m^{d} \bmod q$. Therefore, once $s_{p}$ and $s_{q}$ have been computed, $s$ can be recovered from $s_{p}$ and $s_{q}$ by applying a so-called recombination step: $s=\mathrm{CRT}\left(s_{p}, s_{q}\right)$. Two methods exist for CRT recombination: the one from Gauss and the one from Garner. The less memory consuming is the Garner's recombination that is defined as $\mathrm{CRT}\left(s_{p}, s_{q}\right)=s_{q}+q \cdot\left(i_{q} \cdot\left(s_{p}-s_{q}\right) \bmod p\right)$, where $i_{q}=q^{-1} \bmod p$. The whole RSA-CRT is around 4 times faster than the straightforward RSA which makes its use very common, especially in the context of low resource devices were computation time is often critical.

### 2.2 Fault Analysis Against RSA

The most powerful fault attack against RSA is known as the Bellcore attack [8] that targets a CRT implementation. It consists in corrupting one of the two

CRT exponentiations, say the one modulo $p$. The RSA computation thus results in a faulty signature $\tilde{s}$ that is correct modulo $q(i . e . \tilde{s} \equiv s \bmod q)$ and corrupted modulo $p($ i.e. $\tilde{s} \not \equiv s \bmod p)$. This implies that the difference $\tilde{s}-s$ is a multiple of $q$ but is not a multiple of $p$, and hence we have $\operatorname{gcd}(\tilde{s}-s, N)=q$. Therefore, a pair signature/faulty signature provides a way to factorize $N$ and consequently to fully break RSA. Actually, a pair message/faulty signature suffices to mount the attack since we have $\operatorname{gcd}\left(\tilde{s}^{e}-m, N\right)=q[22]$. This way, RSA is broken with a single faulty computation.

RSA implemented in straightforward mode (i.e. without CRT) is also vulnerable to fault analysis. Several attacks have been published that assume either a faulty exponent [3], a faulty modulus $[5,12,35]$ or a faulty intermediate power $[8,9,34]$. These attacks require several faulty signatures to fully recover the key but still constitute practical threats.

Another kind of fault attacks known as safe-error attacks can be distinguished from the ones addressed above. Depending on the algorithm, a fault injection may have no effect for some secret key values and may cause a corruption for others. In that case, simply observing wether the computation was corrupted or not reveals information on the secret key. Such attacks are especially threatening since they bypass classical fault analysis countermeasures that return an error in case of fault detection. Among these attacks, two categories can be distinguished: the C-safe-error attacks [41] that target dummy operations and the M-safe-error attacks that target registers allocations [40,24]. Our countermeasure provides an error detection mechanism and does not aim to thwart safe-error attacks. However, as discussed in Sect. 5.2, these last can be simply prevented.

Securing RSA against Fault Analysis. A simple way to protect RSA against fault analysis is by verifying the signature $s$ before returning it, namely by performing the following check: $m \stackrel{?}{=} s^{e} \bmod N$. This method offers a perfect security against differential fault analysis since a faulty signature is systematically detected. This countermeasure is efficient as long as $e$ is small, but in the opposite case, it implies to perform two exponentiations which doubles the time complexity of RSA. This overhead is clearly prohibitive in the context of low resource devices. Moreover, depending on the context, the public exponent $e$ may not be available (e.g. the Javacard API for RSA signature [37]). That is why, many works in the last decade have been dedicated to the search of alternative solutions. We review hereafter the main proposals that can be divided into two families: the extended modulus based countermeasures and the self-secure exponentiations.

### 2.3 Extended Modulus Based Countermeasures

We present hereafter different countermeasures that all rely on the use of an extended modulus in order to add redundancy in the computation.

Shamir's Trick and Variants. A first solution to protect RSA with CRT has
been proposed by Shamir [36]. It consists in performing the two CRT exponentiations with extended moduli $p \cdot t$ and $q \cdot t$ where $t$ is a small integer. Namely, one computes $s_{p}^{*}=m^{d \bmod \varphi(p \cdot t)} \bmod p \cdot t$ and $s_{q}^{*}=m^{d \bmod \varphi(q \cdot t)} \bmod q \cdot t$. The consistency of the computation is then checked by verifying that $s_{p}^{*} \bmod t$ equals $s_{q}^{*} \bmod t$. If no error is detected, the algorithm returns CRT $\left(s_{p}^{*} \bmod p, s_{q}^{*} \bmod q\right)$. Under its simplest form, this countermeasure does not protect the CRT recombination which enables a successful fault attack [2]. Several works have proposed variants of Shamir's countermeasure in order to deal with this issue $[2,7,14]$.

Vigilant Scheme. In [38], Vigilant proposed another countermeasure based on a modulus extension. The modulus is multiplied by $t=r^{2}$ for a small random number $r$. The message is then formatted as follows: $\hat{m}=\alpha m+\beta \cdot(1+r) \bmod N t$ where $(\alpha, \beta)$ is the unique solution in $\{1, \cdots, N t\}^{2}$ of the system $\alpha \equiv 1 \bmod N$, $\alpha \equiv 0 \bmod t, \beta \equiv 0 \bmod N$ and $\beta \equiv 1 \bmod t$. Then, the exponentiation $s_{r}=$ $\hat{m}^{d} \bmod N t$ is performed. As shown in [38], $s_{r}$ equals $\alpha m^{d}+\beta \cdot(1+d r) \bmod N t$. Therefore, the signature can be recovered from $s_{r}$ since it satisfies $s=s_{r} \bmod$ $N$ and the consistency of the computation can be verified by checking $s_{r} \equiv$ $1+d r \bmod t$. This method can be extended to protect RSA-CRT (see [38] for details).

Security Considerations. The security of an extended modulus based countermeasure is not perfect. For instance, if a faulty message $\widetilde{m}$ satisfies $\widetilde{m} \equiv m \bmod t$ and $\widetilde{m} \not \equiv m \bmod N$, then the exponentiation of this message results in a faulty signature that is not detected. The non-detection probability of an extended modulus based countermeasure is roughly about $2^{-k}$ where $k$ denotes the bitlength of the modulus extension $t$. Therefore, the greater $k$, the more secure the countermeasure. However, the greater $k$, the slower the exponentiation (see Sect. 7.3). This kind of countermeasure hence offers a time/security tradeoff. A usual choice for $k$ is 64 bits which provides a fair security. However, depending on the application, one may choose $k=32$ (low security, more efficient exponentiation) or $k=80$ (strong security, less efficient exponentiation).

### 2.4 Self-secure Exponentiations

For the countermeasures presented hereafter, the redundancy is not included in the modular operations anymore but at the exponentiation level. Namely, the exponentiation algorithm provides a direct way to check the consistency of the computation.

Giraud Scheme. The Giraud Scheme [18] relies on the use of the Montgomery powering ladder. It uses the fact that this exponentiation algorithm works with a pair of intermediate variables $\left(a_{0}, a_{1}\right)$ storing values of the form $\left(m^{\alpha}, m^{\alpha+1}\right)$. At the end of the exponentiation the pair $\left(a_{0}, a_{1}\right)$ equals $\left(m^{d-1}, m^{d}\right)$ and the consistency of the computation can be verified by checking wether $a_{0} \cdot m$ equals $a_{1}$. If a fault is injected during the computation, the coherence between $a_{0}$ and $a_{1}$ is lost and the fault is detected by the final check.

Boscher et al. Scheme. The scheme by Boscher et al. [10] is based on the right-to-left square-and-multiply-always algorithm [15] which was originally devoted to thwart simple side channel analysis (see Sect. 6.1). In [10], the authors observe that this algorithm computes a triplet $\left(a_{0}, a_{1}, a_{2}\right)$ that equals $\left(m^{d}, m^{2^{l}-d-1}, m^{2^{l}}\right)$ at the end of the algorithm, where $l$ denotes the bit-length of $d$. The principle of their countermeasure is hence to check that $a_{0} \cdot a_{1} \cdot m$ equals $a_{2}$ at the end of the exponentiation. Once again, in case of fault injection, the relation between the $a_{i}$ 's is broken and the fault is detected by the final check.

The main drawback of these two countermeasures is that they both impose the use of an exponentiation algorithm that performs 2 modular multiplications per bit of the exponent while other exponentiation algorithms require an average of 1.5 multiplications per bit of the exponent (and sometimes less).

In the next section, we propose a new self-secure exponentiation. Our method requires around 1.65 multiplications per bit of the exponent in average and hence constitutes an efficient alternative to the existing countermeasures.

## 3 A New Self-secure Exponentiation Based on Double Addition Chains

### 3.1 Basic Principle

In the following, we shall call double exponentiation an algorithm taking as inputs an element $m$ and a pair of exponents $(a, b)$, and computing the pair of powers $\left(m^{a}, m^{b}\right)$.

The core idea of our method is to process a double exponentiation to compute the pair $\left(m^{d}, m^{\varphi(N)-d}\right)$ modulo $N$. Then, the consistency of the computation is verified by performing the following check:

$$
\begin{equation*}
m^{d} \cdot m^{\varphi(N)-d} \stackrel{?}{=} 1 \bmod N \tag{1}
\end{equation*}
$$

If no error occurs during the computation then, due to Euler's Theorem, this check is positive. In that case, the algorithm returns $m^{d} \bmod N$. On the other hand, if the computation is corrupted, then the result of this check is negative with high probability. In that case, the algorithm returns an error message.

In order to construct a self-secure exponentiation based on aforementioned principle, we need a double exponentiation algorithm. We propose hereafter such an algorithm that is well suited for implementation constrained in memory. Our solution is based on the building of an addition chain. This notion, as well as the ensued notion of addition chain exponentiation are briefly introduced in the next section (see [25] for more details).

### 3.2 Addition Chain Exponentiations

At first, we give the definition of an addition chain.

Definition 1. An addition chain for an integer $a$ is a sequence $x_{0}, x_{1}, \cdots, x_{n}$ with $x_{0}=1$ and $x_{n}=a$ that satisfies the following property: for every $k$ there exist indices $i, j<k$ such that $x_{k}=x_{i}+x_{j}$.

An addition chain $\left(x_{i}\right)_{i}$ for an integer $a$ provides a way to evaluate any element $m$ to the power $a$. Let $m_{0}=m$. For $k$ from 1 to $n$, one computes $m_{k}=m_{i} \cdot m_{j}$ where $i, j<k$ are such that $x_{k}=x_{i}+x_{j}$. By induction, the sequence $\left(m_{k}\right)_{k}$ satisfies: $m_{k}=m^{x_{k}}$ for every $k \leq n$ which leads to $m_{n}=m^{x_{n}}=m^{a}$. Such an addition chain exponentiation may require an important amount of memory to store the intermediate powers required for the computation of subsequent powers. This can make the exponentiation unpractical, especially in the context of low resource devices. Therefore, the minimum number of variables required to store the intermediate powers is an important parameter of the addition chain exponentiation. This parameter that directly results from the addition chain will be called the memory depth of the chain in the following.

In this paper, an addition chain $x_{0}, x_{1}, \cdots, x_{n}$ with $\left(x_{n-1}, x_{n}\right)=(a, b)$ is called a double addition chain for the pair $(a, b)$. A double addition chain for a pair $(a, b)$ provides a way to perform the double exponentiation $m \mapsto\left(m^{a}, m^{b}\right)$ for any element $m$.

Remark 1. What we call here double exponentiation shall not be confused with multi-exponentiations (also known as simultaneous exponentiations) that compute a product of powers $\prod_{i} m_{i}^{a_{i}}$ (see for instance [32]). What we call double addition chain is also called addition sequence in the general case where possibly more than two powers must be computed [11,19]. Addition sequences have not been so much investigated. In [11], the authors propose some heuristics but these are not suitable for implementations constrained in memory.

### 3.3 A Heuristic for Double Addition Chains

In this section, we propose a heuristic to compute a double addition chain with a memory depth of 3 for any pair of natural integers $(a, b)$. This provides us with a double exponentiation algorithm that is well suited for implementations constrained in memory.

Without loss of generality, we assume $a \leq b$. The chain involves a pair of intermediate results $\left(a_{i}, b_{i}\right)$ that are initialized to $(0,1)$ and that equal $(a, b)$ once all the additions have been performed. In order to have a memory depth of 3 , one single additional variable is used that keeps the value 1 (this amounts to keep the element $m$ in a register for the resulting exponentiation). Therefore, at the $i^{\text {th }}$ step of the chain, one can either increment $a_{i}$ or $b_{i}$ by 1 , double $a_{i}$ or $b_{i}$, or add $a_{i}$ and $b_{i}$ together.

To construct such a chain, we start from the pair $(a, b)$ and go down to the pair $(0,1)$ by applying the inverse operations. Namely, we define a sequence $\left(\alpha_{i}, \beta_{i}\right)_{i}$ such that $\left(\alpha_{0}, \beta_{0}\right)=(a, b)$ and $\left(\alpha_{n}, \beta_{n}\right)=(0,1)$ for some $n \in \mathbb{N}$, and where, for every $i$, the pair $\left(\alpha_{i+1}, \beta_{i+1}\right)$ is obtained from $\left(\alpha_{i}, \beta_{i}\right)$ by decrementing, by dividing by two and/or by subtracting an element to the other one. In order
to limit the memory required to the storage of the chain, we have to restrict the set of possible operations. Our heuristic is the following one:

$$
\left(\alpha_{i+1}, \beta_{i+1}\right)= \begin{cases}\left(\alpha_{i}, \beta_{i} / 2\right) & \text { if } \alpha_{i} \leq \beta_{i} / 2 \text { and } \beta_{i} \bmod 2=0  \tag{2}\\ \left(\alpha_{i},\left(\beta_{i}-1\right) / 2\right) & \text { if } \alpha_{i} \leq \beta_{i} / 2 \text { and } \beta_{i} \bmod 2=1 \\ \left(\beta_{i}-\alpha_{i}, \alpha_{i}\right) & \text { if } \alpha_{i}>\beta_{i} / 2\end{cases}
$$

Proposition 1. If $\alpha_{0}, \beta_{0} \in \mathbb{N}^{*}$ are such that $\alpha_{0} \leq \beta_{0}$ then the sequence $\left(\alpha_{i}, \beta_{i}\right)_{i}$ satisfies the following properties:

1. For every $i$, we have $\alpha_{i} \leq \beta_{i}$.
2. There exists $n \in \mathbb{N}$ such that $\left(\alpha_{n}, \beta_{n}\right)=(0,1)$.

Proof. The first property is straightforward: it is true for $i=0$ and it is preserved by every step. The second one is demonstrated as follows. For every $i$ such that $\alpha_{i}>0$, we have $\alpha_{i+1} \leq \beta_{i+1} \leq \beta_{i}$ and $\alpha_{i+1}+\beta_{i+1}<\alpha_{i}+\beta_{i}$. This implies that there exists $n^{\prime} \in \mathbb{N}$ such that $\alpha_{n^{\prime}}>0$ and $\alpha_{n^{\prime}+1} \leq 0$. From (2), one deduces $\alpha_{n^{\prime}}=\beta_{n^{\prime}}>0$ and $\alpha_{n^{\prime}+1}=0$. Denoting $x$ the natural integer such that $\left(\alpha_{n^{\prime}+1}, \beta_{n^{\prime}+1}\right)=(0, x)$, we finally get $\left(\alpha_{n^{\prime}+\lceil\log x\rceil}, \beta_{n^{\prime}+\lceil\log x\rceil}\right)=(0,1)$.

At this point, we need a binary representation for the sequence of additions to perform for the processing of the sequence $\left(a_{i}, b_{i}\right)_{i}$. Let us denote by $n$ the natural integer satisfying $\left(\alpha_{n}, \beta_{n}\right)=(0,1)$. We define $\tau$ and $\nu$ as the $n$-bit vectors whose coordinates satisfy:

$$
\tau_{i}= \begin{cases}0 & \text { if } \quad \alpha_{n-i} \leq \beta_{n-i} / 2  \tag{3}\\ 1 & \text { if } \quad \alpha_{n-i}>\beta_{n-i} / 2\end{cases}
$$

and

$$
\begin{equation*}
\nu_{i}=\beta_{n-i} \bmod 2 . \tag{4}
\end{equation*}
$$

The sequence $\left(a_{i}, b_{i}\right)_{i}$ can be computed from $\tau$ and $\nu$ by initializing $\left(a_{0}, b_{0}\right)$ to $(0,1)$ and by iterating:

$$
\left(a_{i+1}, b_{i+1}\right)= \begin{cases}\left(a_{i}, 2 b_{i}\right) & \text { if } \tau_{i+1}=0 \text { and } \nu_{i+1}=0 \\ \left(a_{i}, 2 b_{i}+1\right) & \text { if } \tau_{i+1}=0 \text { and } \nu_{i+1}=1 \\ \left(b_{i}, a_{i}+b_{i}\right) & \text { if } \tau_{i+1}=1\end{cases}
$$

One can verify that $\left(a_{i}, b_{i}\right)=\left(\alpha_{n-i}, \beta_{n-i}\right)$ holds for every $i$ which yields $\left(a_{n}, b_{n}\right)=$ $(a, b)$.

Let us remark that the whole sequence $\nu$ is not necessary for processing this addition chain (and the resulting exponentiation). Indeed, only the bits $\nu_{i}$ for which $\tau_{i}$ equals 0 are required. Therefore, the exponentiation algorithm shall make use of a single compressed sequence $\omega$ in order to avoid memory loss. We simply define $\omega$ as the sequence obtained from $\tau$ by inserting every bit $\nu_{i}$ for which $\tau_{i}=0$ between $\tau_{i}$ and $\tau_{i+1}$. In the sequel, we shall denote by $n^{*}$ the bit-length of $\omega$. Moreover, when we will need to make appear the relationship between the pair $(a, b)$ and $\omega$, we will use the notation $\omega(a, b)$.

The sequence $\omega(a, b)$ thus constitutes the binary representation of the double addition chain for the pair of exponents $(a, b)$. To process the relying double exponentiation one must pre-compute $\omega$. This is done by computing the pair $\left(\alpha_{i}, \beta_{i}\right)$ for every $i \in\{1, \cdots, n\}$. The following algorithm details such a computation. It makes use of two registers $R_{0}$ and $R_{1}$ that store the intermediate results $\alpha_{i}$ and $\beta_{i}$. It makes also use of a Boolean variable $\gamma$ such that $\alpha_{i}$ is stored in $R_{\gamma \oplus 1}$ and $\beta_{i}$ is stored in $R_{\gamma}$.

```
Algorithm 1 Double addition chain computation-ChainCompute
Input: A pair of natural integers \((a, b)\) s.t. \(a \leq b\)
Output: The chain \(\omega(a, b)\)
\(R_{0} \leftarrow a ; R_{1} \leftarrow b ; \gamma \leftarrow 1 ; j \leftarrow n^{*}\)
while \(\left(R_{\gamma \oplus 1}, R_{\gamma}\right) \neq(0,1)\) do
    if \(\left(R_{\gamma} / 2>R_{\gamma \oplus 1}\right)\)
        then \(\omega_{j-1} \leftarrow 0 ; \omega_{j} \leftarrow R_{\gamma} \bmod 2 ; R_{\gamma} \leftarrow R_{\gamma} / 2 ; j \leftarrow j-2\)
        else \(\omega_{j} \leftarrow 1 ; R_{\gamma} \leftarrow R_{\gamma}-R_{\gamma \oplus 1} ; \gamma \leftarrow \gamma \oplus 1 ; j \leftarrow j-1\)
end while
return \(\omega\)
```

Remark 2. The length $n^{*}$ is a priori unknown before the computation of the chain. However, as shown in Sect. 7.2 , it is upper bounded by $2.2\lceil\log b\rceil$ (with high probability). For a practical implementation of Algorithm 1, one may use a buffer of $2.2\lceil\log b\rceil$ bits to store $\omega$, initializing $j$ by the final bit index of this buffer.

The following algorithm describes the resulting double modular exponentiation algorithm. It makes use of two registers $R_{0}$ and $R_{1}$ that store the intermediate results $m^{a_{i}}$ and $m^{b_{i}}$ and one more register to hold $m$. It makes also use of a Boolean variable $\gamma$ such that $m^{a_{i}}$ is stored in $R_{\gamma \oplus 1}$ and $m^{b_{i}}$ is stored in $R_{\gamma}$.

```
Algorithm 2 Double modular exponentiation - DoubleExp
Input: An element \(m \in \mathbb{Z}_{N}\), a chain \(\omega(a, b)\) s.t. \(a \leq b\), a modulus \(N\)
Output: The pair of modular powers \(\left(m^{a} \bmod N, m^{b} \bmod N\right)\)
    \(R_{0} \leftarrow 1 ; R_{1} \leftarrow m ; \gamma \leftarrow 1\)
    for \(i=1\) to \(n^{*}\) do
        if \(\left(\omega_{i}=0\right)\) then
            \(R_{\gamma} \leftarrow R_{\gamma}^{2} \bmod N ; i \leftarrow i+1\)
            if \(\left(\omega_{i}=1\right)\) then \(R_{\gamma} \leftarrow R_{\gamma} \cdot m \bmod N\)
        else
            \(R_{\gamma \oplus 1} \leftarrow R_{\gamma \oplus 1} \cdot R_{\gamma} \bmod N ; \gamma \leftarrow \gamma \oplus 1\)
    end for
    return \(\left(R_{\gamma \oplus 1}, R_{\gamma}\right)\)
```


### 3.4 The Secure Exponentiation Algorithm

Following the principle described in Sect. 3.1, Algorithm 2 provides a way to perform a modular exponentiation secure against fault analysis. The resulting secure modular exponentiation is depicted in the following algorithm.

```
Algorithm 3 Secure modular exponentiation
Input: A message \(m\), a secret exponent \(d\), a modulus \(N\) and its Euler's totient \(\varphi(N)\)
Output: The modular power \(m^{d} \bmod N\)
1. \(\omega \leftarrow\) ChainCompute \((d, 2 \varphi(N)-d)\)
2. \((s, c) \leftarrow \operatorname{DoubleExp}(m, \omega, N)\)
3. if \(s \cdot c \bmod N \neq 1\) then return "error"; else return \(s\)
```

Remark 3. For the chain computation (Step 1), $\varphi(N)-d$ is replaced by $2 \varphi(N)-d$ in order to fit the constraint $a \leq b$ imposed by the chain computation algorithm. This does not affect the result of the double exponentiation in Step 2 since we have $m^{\varphi(N)-d} \equiv m^{2 \varphi(N)-d} \bmod N$.

## 4 A New Secure RSA-CRT Algorithm

For an RSA computation, the secure modular exponentiation proposed above can be extended to be performed in CRT mode. Two double exponentiations are performed separately in order to compute the pairs $\left(s_{p}, c_{p}\right)$ and $\left(s_{q}, c_{q}\right)$ where $c_{p}=m^{p-1-d_{p}} \bmod p$ and $c_{q}=m^{q-1-d_{q}} \bmod q$. Then the signature $s$ is recovered from $s_{p}$ and $s_{q}$ by CRT recombination and its value is checked modulo $p$ (resp. $q)$ using $c_{p}$ (resp. $c_{q}$ ) according to (1).

```
Algorithm 4 Secure RSA-CRT
InPuT: A message \(m\), the secret exponents \(d_{p}\) and \(d_{q}\), the secret primes \(p\) and \(q\)
OUTPUT: The modular power \(m^{d} \bmod p \cdot q\)
1. \(\omega_{p} \leftarrow\) ChainCompute \(\left(d_{p}, 2(p-1)-d_{p}\right)\)
2. \(\left(s_{p}, c_{p}\right) \leftarrow \operatorname{DoubleExp}\left(m \bmod p, \omega_{p}, p\right)\)
3. \(\omega_{q} \leftarrow\) ChainCompute \(\left(d_{q}, 2(q-1)-d_{q}\right)\)
4. \(\left(s_{q}, c_{q}\right) \leftarrow \operatorname{DoubleExp}\left(m \bmod q, \omega_{q}, q\right)\)
5. \(s \leftarrow \operatorname{CRT}\left(s_{p}, s_{q}\right)\)
6 . if \(\left(s \cdot c_{p} \bmod p \neq 1\right.\) or \(\left.s \cdot c_{q} \bmod q \neq 1\right)\) then return "error" else return \(s\)
```

Remark 4. We assume that $m \bmod p($ resp. $m \bmod q)$ cannot be corrupted before the beginning of the double exponentiation. This is mandatory for the security of Algorithm 4, since such a corruption would not be detected and would enable the Bellcore attack. In practice, this can be ensure by computing a cyclic redundancy code for $m \bmod p($ resp. $m \bmod q)$ at the beginning of the RSACRT algorithm. Then, at the beginning of the double exponentiation algorithm, $m \bmod p(\operatorname{resp} . m \bmod q)$ is recomputed from $m$ and its integrity is checked once
it has been loaded in two different registers ( $m$ and $R_{1}$ in Algorithm 2). Any corruption occurring after this check shall be detected by the final check.

Remark 5. The chains $\omega_{p}$ and $\omega_{q}$ can be either computed on-the-fly as depicted in Algorithm 4 (Steps 1 and 3) or pre-computed and stored in non-volatile memory. The first solution has the advantages of preserving the classical RSA-CRT parameters and of enabling the exponent blinding countermeasure (see Sect. 6.2). The second solution has the advantage of avoiding the timing and memory overhead induced by the chain computations.

## 5 Security Against Fault Analysis

In this section, we analyze the security of our method against fault analysis. We start with a few remarks of practical purpose, then we investigate the detection probability of a fault injection and finally we address safe-error attacks.

Remark 6. We assume that the Boolean $\gamma$ cannot be modified at the end of Algorithm 2. This is mandatory for the security of the solution since such a modification would result in a swapping of the two registers which would not be detected. In practice, this can be ensured by doubling the variable $\gamma$.

Remark 7. We assume that one cannot switch the last bit(s) of the chain $\omega$ (resp. $\omega_{p}, \omega_{q}$ ) from 1 to 00 (or vice cersa). This would provoke an undetected error. Such a switch can be prevented in practice by checking that the loop index $i$ matches the chain length $n^{*}$ at the end of Algorithm 2.

Remark 8. In Algorithms 3 and 4, we assume that the integrity of the chain computation parameters is checked before executing the chain computation algorithm. This avoids any attack that would corrupt $d$ (resp. $d_{p}, d_{q}$ ) before the computation of $2 \varphi(N)-d\left(\right.$ resp. $\left.2(p-1)-d_{p}, 2(q-1)-d_{q}\right)$.

Remark 9. Some papers claim that coherence checks using conditional branches should be avoided to strengthen fault analysis security [42, 14]. The argument behind this assertion is that the coherence check could be easily skipped by corrupting the status register. An alternative solution to direct coherence checking is to use an infection procedure that renders the erroneous signature harmless in case of fault detection [42]. However, most of the proposed countermeasures have security flaws due to ineffective infection methods (for instance $[7,14]$ have been broken in [39, 4]). Moreover, the infection procedure can also be skipped as it has been practically demonstrated in [23]. In [16], a simple solution is proposed that performs a coherence check without conditional branches in a way that is secure against operations skipping. We suggest to use this solution for the coherence checks performed in Algorithm 3 (Step 3) and Algorithm 4 (Step 6).

### 5.1 Fault Detection

We analyze hereafter the different fault attacks that can be attempted on our secure exponentiation algorithm and we investigate the corresponding detection probability. We only focus on transient faults, namely faults whose effect lasts for one computation. Permanent fault attacks are easily thwarted by the addition of some cyclic redundancy codes to check the parameters integrity.

We use the generic notation $M$ to denote the involved modulus that may equal $N$ (for a straightforward RSA), $p$ or $q$ (for a RSA-CRT) and we denote by $\operatorname{ord}_{M}(m)$ the order of an element $m$ in $\mathbb{Z}_{M}^{*}$. When the fault causes the corruption of an intermediate variable $v$, we denote the corrupted variable by $\widetilde{v}$ and the error by $\varepsilon$ such that $\widetilde{v}=v+\varepsilon$. We analyze here the condition about $\varepsilon$ for a non-detection and we bound the probability $\mathcal{P}$ of non-detection in the uniform fault model i.e. assuming that $\varepsilon$ is uniformly distributed.

For our analysis, the following lemma shall be useful (see the proof in Appendix A).

Lemma 1. Let $M$ be an integer greater than 30. Let $m$ be a random variable uniformly distributed over $\mathbb{Z}_{M}^{*}$ and let $u$ be a random variable uniformly distributed over $\{1, \cdots, \varphi(M)\}$ and independent of $m$. We have:

$$
\begin{equation*}
\mathrm{P}\left(\operatorname{ord}_{M}(m) \mid u\right)<\frac{2}{M^{1 / 3}} . \tag{5}
\end{equation*}
$$

For the sake of simplicity, we approximate hereafter a uniform distribution over $\mathbb{Z}_{M}$ by a uniform distribution over $\mathbb{Z}_{M}^{*}$. This approximation is sound in our context since $M$ is a large prime or an RSA modulus.

Corruption of one of the two exponents. Among the exponents $a$ and $b$, one equals $d$ and the other one equals $\varphi(M)-d$. On the one hand, if $\varphi(M)-d$ is corrupted, then the result of the exponentiation remains correct (i.e. it equals $\left.m^{d} \bmod M\right)$ and the attack failed whatever the result of the final check (which is however very likely to detect the fault). On the other hand, if $d$ is corrupted, we show hereafter that the final check will detect the error with high probability.

In fact, the error is not detected if and only if we have $m^{\widetilde{d}} \cdot m^{\varphi(M)-d} \equiv$ $1 \bmod M$ that is $m^{\varepsilon} \equiv 1 \bmod M$. This occurs if and only if $\varepsilon$ is a multiple of the order of $m$. Therefore, the probability of non-detection can be expressed as $\mathcal{P}=\mathrm{P}\left(\operatorname{ord}_{M}(m) \mid \varepsilon\right)$. Hence, the lower the order of $m$, the higher the probability of non-detection. Since a potential attacker does not know $\varphi(M)$, he cannot chose $m$ in a way that affect its order. For this reason, $m$ can be considered uniformly distributed over $\mathbb{Z}_{M}$. Therefore, in the uniform fault model, Lemma 1 implies $\mathcal{P}<2 / M^{1 / 3}$.

Remark 10. The bound provided by Lemma 1 is not tight at all but it is sufficient to show that $\mathcal{P}$ is negligible. For instance, if $M$ satisfies $\log M \geq 244$, which is necessary (but not sufficient) for the security of RSA (even for RSA-CRT where $\log N=2 \log M), \mathcal{P}$ is strictly lower than $2^{-80}$ which is negligible.

Corruption of the message or an intermediate power. From the definition of the double addition chain given in Sect. 3.3, one can see that for every $i \in\{1, \cdots, n\}$, the pair $\left(a_{n}, b_{n}\right)$ can be expressed as a linear transformation of the triplet $\left(a_{i}, b_{i}, 1\right)$. Let us denote by $\alpha_{i}^{a}, \beta_{i}^{a}, \delta_{i}^{a}$ the three coefficients of the expression of $a_{n}$, namely $a_{n}=\alpha_{i}^{a} a_{i}+\beta_{i}^{a} b_{i}+\delta_{i}^{a}$. By analogy, we denote by $\alpha_{i}^{b}$, $\beta_{i}^{b}, \delta_{i}^{b}$ the coefficients in the expression of $b_{n}$.

If the message $m$ is corrupted at the $i^{\text {th }}$ step of the exponentiation, this last returns the following pair of powers: $\left(m^{a}\left(m^{-1} \cdot \widetilde{m}\right)^{\delta_{i}^{a}}, m^{b}\left(m^{-1} \cdot \widetilde{m}\right)^{\delta_{i}^{b}}\right)$ modulo $M$. The error is not detected if and only if we have $\left(m^{-1} \cdot \widetilde{m}\right)^{\delta_{i}^{a}+\delta_{i}^{b}} \equiv 1 \bmod M$, that is $\left(1+\varepsilon \cdot m^{-1}\right)^{\delta_{i}^{a}+\delta_{i}^{b}} \equiv 1 \bmod M$. This occurs if and only if the order of $m^{\prime}=1+\varepsilon \cdot m^{-1}$ divides $\delta_{i}^{a}+\delta_{i}^{b}$. Therefore, the probability of non-detection can be expressed as $\mathcal{P}=\mathrm{P}\left(\operatorname{ord}_{M}\left(m^{\prime}\right) \mid \delta_{i}^{a}+\delta_{i}^{b}\right)$. Following the same reasoning, a corruption of the intermediate power $m^{a_{i}}$ (resp. $m^{b_{i}}$ ) is not detected with a probability $\mathcal{P}=\mathrm{P}\left(\operatorname{ord}_{M}\left(m^{\prime}\right) \mid \alpha_{i}^{a}+\alpha_{i}^{b}\right)$ where $m^{\prime}=1+e \cdot m^{-a_{i}}$ (resp. $\mathcal{P}=$ $\mathrm{P}\left(\operatorname{ord}_{M}\left(m^{\prime}\right) \mid \beta_{i}^{a}+\beta_{i}^{b}\right)$ where $\left.m^{\prime}=1+\varepsilon \cdot m^{-b_{i}}\right)$.

Since $a$ and $b$ are unknown to the attacker, this one cannot chose the value of $\delta_{i}^{a}+\delta_{i}^{b}, \alpha_{i}^{a}+\alpha_{i}^{b}$ or $\beta_{i}^{a}+\beta_{i}^{b}$ since these directly ensue from $a$ and $b$. That is why, we make the heuristic assumption that $\mathcal{P}$ equals $\mathrm{P}\left(\operatorname{ord}_{M}\left(m^{\prime}\right) \mid u\right)$ where $u$ is uniformly distributed over $\{1, \cdots, \varphi(M)\}$. In the uniform fault model, we have the uniformity of $m^{\prime}$ that holds from the one-to-one relationship between $\varepsilon$ and $m^{\prime}$ for every $m \neq 0$. Consequently, Lemma 1 implies $\mathcal{P}<2 / M^{1 / 3}$ and $\mathcal{P}$ is negligible.

Corruption of the chain. A faulty chain $\widetilde{w}$ results in a faulty pair of powers $\left(m^{\widetilde{a}}, m^{\widetilde{b}}\right)$. The error is not detected if and only if the order of $m$ divides $\widetilde{a}+\widetilde{b}$, hence the non-detection probability can be expressed as $\mathcal{P}=\mathrm{P}\left(\operatorname{ord}_{M}(m) \mid \widetilde{a}+\widetilde{b}\right)$.

As shown in Sect. 7.2, the expected bit-length of the chain $\omega$ yielding a pair of $l$-bit exponents $(a, b)$ is of $2 l$. This suggests an almost bijective relationship between the chains space and the exponents pairs space. In the uniform fault model, we can therefore consider that $\widetilde{a}$ and $\widetilde{b}$ are uniformly distributed which, by Lemma 1 , implies $\mathcal{P}<2 / M^{1 / 3}$.

Corruption of the modulus. If the modulus $M$ is corrupted at the $i^{\text {th }}$ step of the exponentiation, then this last results in the two following powers: $m_{1}^{\alpha_{i}^{a}}$. $m_{2}^{\beta_{i}^{a}} \cdot m^{\delta_{i}^{a}} \bmod \widetilde{M}$ and $m_{1}^{\alpha_{i}^{b}} \cdot m_{2}^{\beta_{i}^{b}} \cdot m^{\delta_{i}^{b}} \bmod \widetilde{M}$ where $m_{1}=m^{a_{i}} \bmod M$ and $m_{2}=m^{b_{i}} \bmod M$. Therefore, the error is not detected if and only if we have $m_{1}^{\alpha_{i}^{a}+\alpha_{i}^{b}} \cdot m_{2}^{\beta_{i}^{a}+\beta_{i}^{b}} \cdot m^{\delta_{i}^{a}+\delta_{i}^{b}} \bmod \widetilde{M}=1$.

In the uniform fault model, the faulty modulus $\widetilde{M}$ is uniformly distributed over $\left[0,2^{l}\right.$ [ where $l$ denotes the bit-length of $M$. Therefore, the probability of nondetection $\mathcal{P}$ is close to $\mathrm{P}\left(u_{1} \bmod u_{2}=1\right)$ where $u_{1}$ and $u_{2}$ are uniform (and independent) random variables over $\left[0,2^{l}\left[\right.\right.$. This probability equals $2^{-l} \sum_{i=1}^{2^{l}-1}(1 / i)$
which is strictly lower than $2^{-80}$ for every $l \geq 86$. The probability of nondetection $\mathcal{P}$ is hence negligible in our context.

### 5.2 Safe-error Attacks

As recalled in Sect. 2.2, safe-error attacks divide into two categories: C-safe-error attacks [41] and M-safe-error attacks [40, 24].

To prevent C-safe-error attacks one must ensure that no dummy operation is conditionally performed depending on the secret key. Our secure exponentiation does not perform any dummy operation and is hence secure against C-safeerror attacks. When the chain is computed on-the-fly, it must be done in an atomic way in order to thwart simple side channel analysis (see Sect. 6.1). The atomic version of the chain computation algorithm (see Appendix B) makes use of dummy operations and is hence vulnerable to C-safe-error attacks. In that case, these can be thwarted by using the exponent blinding countermeasure (see Sect. 6.2).

To prevent M-safe-error attacks one can either randomize the exponent (using for instance the exponent blinding) or randomize the indices of the registers that are addressed by some exponent bits (or chain bits in our context). When the chain is pre-computed, the exponent cannot be randomized and the registers indices randomization introduced hereafter shall be used. The principle is to randomly chose the registers to store the different variables among the different used registers. For instance, in Algorithm 1, a random bit $r$ is picked up so that the registers $R_{0}$ and $R_{1}$ are switched if $r$ equals 1 . In the description of Algorithm 1 this amounts to replace $R_{\gamma}$ by $R_{\gamma \oplus r}$. In this way, a M-safe-error attack will imply a faulty output once out of two, independently of the performed operation. This simple countermeasure thwarts the attacks recently published in [24].

## 6 Toward Side Channel Analysis Resistance

In this section, we address the resistance of our exponentiation algorithm against the two main kinds of side channel analysis (SCA): simple SCA and differential $S C A$.

### 6.1 Simple Side Channel Analysis

Simple SCA [26] exploits the fact that the operation flow of a cryptographic algorithm may depend on the secret key. Different operations may induce different patterns in the side channel leakage which provides secret information to any attacker able to eavesdrop this leakage. To thwart simple SCA, an algorithm must be atomic [13], namely, it must have the same operation flow whatever the secret key.

The chain computation algorithm (Algorithm 2) and the double exponentiation algorithm (Algorithm 1) may be vulnerable to simple SCA. To circumvent this weakness, we provide atomic versions of these algorithms in Appendix B.

### 6.2 Differential Side Channel Analysis

Differential SCA [26] exploits the fact that the side channel leakage reveals information about some key-dependent intermediate variables of the computation. Since its first publication, several improvements of differential SCA have been proposed, especially to attack modular exponentiation [1, 17, 20, 30]. In order to thwart differential SCA, one usually makes use of randomization techniques. The message randomization as well as the modulus randomization are usual countermeasures that can be straightforwardly combined with our method. The exponent is usually randomized using the blinding technique that consists in performing the exponentiation to the power $d^{\prime}=d+r \cdot \varphi(N)$ for a small random number $r$ [27, 30, 15]. This technique cannot be straightforwardly applied while using our secure exponentiation algorithm since we have $d^{\prime}>\varphi(N)$ for every $r>0$. Therefore, we propose the following simple adaptation: in Step 1 of Algorithm 3, the exponent $a$ is set to $d+r_{1} \cdot \varphi(N)$ and the exponent $b$ is set to $r_{2} \cdot \varphi(N)-d$ where $r_{1}$ and $r_{2}$ are two small random numbers with $r_{2} \geq r_{1}+2$. Then the rest of the secure exponentiation algorithm does not change. Since $m^{d+r_{1} \cdot \varphi(N)} \equiv m^{d} \bmod N$, the desired signature is computed and since $m^{d+r_{1} \cdot \varphi(N)} \cdot m^{r_{2} \cdot \varphi(N)-d} \equiv 1 \bmod N$, the final check is correctly carried out.

Remark 11. If the chain $\omega$ is pre-computed, the exponent blinding cannot be used. In that case, another kind of randomization (message, modulus) shall be used. However, these do not prevent a differential SCA targeting the chain itself (as for instance the SEMD attack of [30] or the address-bit DPA [20]). To deal with this issue, we suggest to use a Boolean masking such as proposed in [21].

## 7 Complexity Analysis

In this section we analyze the time complexity and the memory complexity of our proposal. In the sequel, we shall denote by $l$ the bit-length of the exponentiation inputs. Namely for a straightforward RSA we have $l=\lceil\log N\rceil$ and for a RSACRT we have $l=\lceil\log N / 2\rceil$.

### 7.1 Time Complexity

Our secure exponentiation is mainly composed of the chain computation and the double exponentiation. The chain computation loop is shorter than the exponentiation loop and it involves simple operations (e.g. substraction, division by 2) whose time complexities are negligible compared to a modular multiplication. Therefore, the time complexity of our proposal mainly depends on the number of multiplications performed by the double exponentiation algorithm (all the more so as the chain may be pre-computed). We shall denote this number by $m$ and we shall define the multiplications-per-bit ratio as the coefficient $\theta$ satisfying $m=\theta l$.

Some practical values for the expectation and the standard deviation of $\theta$ are given in Table 7.1 that were obtained by simulations. For $l \in\{512, \cdots, 1024\}$,
the expected multiplications-per-bit ratio is around 1.65. Compared to the classical square-and-multiply algorithm, our exponentiation hence requires $10 \%$ more multiplications, implying a $10 \%$ overhead in average, which is a fair cost for fault analysis resistance. Moreover, it can be checked that the time complexity of our exponentiation is steadier than the one of the square-and-multiply for which the standard deviation $\sigma(\theta)$ equals $1 /(2 \sqrt{l})$.

Table 1. Expectation and standard deviation of the double exponentiation multiplications-per-bit ratio.

|  | $l=512$ | $l=640$ | $l=768$ | $l=896$ | $l=1024$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{E}(\theta)$ | 1.65 | 1.66 | 1.66 | 1.66 | 1.66 |
| $\sigma(\theta)$ | 0.020 | 0.017 | 0.017 | 0.016 | 0.014 |

### 7.2 Memory Complexity

Our double exponentiation algorithm requires three $l$-bit registers to store the message and the pair of powers. If the chain $\omega$ is computed on-the-fly then an additional buffer is necessary to store it.

We performed simulations to derive the practical values of the expectation and the standard deviation of the chain length $n^{*}$. For the expectation, we obtained $\mathrm{E}\left(n^{*}\right) \approx 2.03 l$ for $l \in\{512, \cdots, 1024\}$. For the standard deviation, the obtained values are summarized in Table 2. Approximating the distribution of $n^{*}$ by a Gaussian, we get $\mathrm{P}\left(n^{*}>\mathrm{E}\left(n^{*}\right)+k \sigma\left(n^{*}\right)\right)=(1-\operatorname{erf}(k / \sqrt{2})) / 2$ where $\operatorname{erf}(\cdot)$ denotes the error function. For $k=10$ and for $l \in\{512, \cdots, 1024\}$, this probability is lower than $2^{-80}$. Consequently, for $l \in\{512, \cdots, 1024\}$, the probability to have $n^{*}>2.2 l$ is negligible in practice, hence $\omega$ can be stored in a (2.2l)-bit buffer.

Table 2. Standard deviation of the chain bit-length.

|  | $l=512$ | $l=640$ | $l=768$ | $l=896$ | $l=1024$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\sigma\left(n^{*}\right)$ | $0.015 l$ | $0.013 l$ | $0.011 l$ | $0.010 l$ | $0.010 l$ |

On the whole, our secure exponentiation requires $5.2 l$ bits of memory when the chain is computed on-the-fly and it requires $3 l$ bits of memory when the chain is pre-computed.

For our secure RSA-CRT (see Algorithm 4), the peak of memory consumption is reached in the second exponentiation while $s_{p}$ and $c_{p}$ must be kept in memory.

This makes a total memory consumption of $7.2 l$ bits with on-the-fly chain computation and of $5 l$ bits with pre-computed chain.

### 7.3 Comparison With Previous Solutions

We analyze hereafter the complexity of previous countermeasures in the literature. As explained in Sect. 2, these can be divided in two categories: the extended modulus based countermeasures and the self-secure exponentiations.

Extended Modulus Based Countermeasures. The time complexity of an extended modulus based countermeasure (such as the Shamir's trick or the Vigilant Scheme) is around the complexity of the main exponentiation loop(s) since the additional computations are negligible. However, such countermeasures are not free in terms of timing since the use of an extended modulus slows down the exponentiation. In fact, the time complexity of a modular multiplication can be written as $l^{2} t_{0}$ where $t_{0}$ denotes a constant time that depends on the device architecture. Denoting by $k$ the bit-length of the modulus extension, an extended modulus exponentiation has a time complexity of $m(l+k)^{2} t_{0}$ while a normal exponentiation has a time complexity of $m l^{2} t_{0}$. Besides, the modulus extension implies an increase of the exponentiation execution time by a factor $(1+k / l)^{2}$. As an illustration, Table 7.3 gives several values of the induced overhead according to the modulus length and to the extension length. For instance,

Table 3. Time overhead (in \%) for an extended modulus based modular exponentiation.

|  | $l=512$ | $l=768$ | $l=1024$ |
| :--- | :---: | :---: | :---: |
| $k=32$ (low security) | 13 | 9 | 6 |
| $k=64$ (fair security) | 27 | 17 | 13 |
| $k=80$ (strong security) | 34 | 22 | 16 |

an RSA 1024 implemented in CRT $(l=512)$ with extended modulus providing a fair level of security $(k=64)$ is about $27 \%$ slower than an unprotected one. This time overhead is sizeable; in particular it is significantly greater than the $10 \%$ overhead induced by our countermeasure. However, extended modulus based countermeasures enables the use of exponentiation algorithms faster that the square-and-multiply such as the $q$-ary or the sliding windows methods (see for instance [29]). Roughly, a $q$-ary exponentiation has a multiplications-per-bit ratio of $1+\left(2^{q}-1\right) /\left(q 2^{q}\right)$ which is lower than or equal to 1.5 , but it has a higher memory complexity since it requires $2^{q-1}+1$ registers. The use of a sliding window allows to slightly improve the time complexity of a $q$-ary method [28].

The memory complexity of an exponentiation with modulus extension is of $n_{r}(l+k)$ where $n_{r}$ denotes the number of registers required by the exponentiation algorithm. For an RSA-CRT, the memory complexity depends on the
used countermeasure. For the Vigilant Scheme, the memory consumption peak occurs during the second exponentiation while the values $S_{p}^{\prime}, i_{q r}, r, R_{3}$ and $R_{4}$ must hold in memory (see [38]). This results in a memory consumption of $n_{r}(l+k)+(l+k)+3.5 k=\left(n_{r}+1\right) \cdot l+\left(n_{r}+4.5\right) \cdot k$ bits.

Remark 12. We do not detail the memory complexity of the other extended modulus based countermeasures since, for most of them, it is close to the memory complexity of the Vigilant Scheme.

Previous Self-secure Exponentiations. The Giraud Scheme and the Boscher et al. Scheme both have a multiplications-per-bit ratio constant to 2 . This implies an average time overhead of $33 \%$ compared to the square-and-multiply algorithm and of $21 \%$ compared to our exponentiation. However, both of these schemes do not require additional computations contrary to the extended modulus based countermeasures or to our scheme when the chain is computed on-the-fly. Although these additional computations are theoretically negligible, they may induce an overhead for a practical implementation depending on the device architecture.

In terms of memory, we shall focus on the Giraud Scheme since it is less consuming than the Boscher et al. Scheme. The secure exponentiation requires two $l$-bit registers. For the RSA-CRT, the peak of memory consumption is reached during the two recombinations. For instance, the first recombination requires (at least) $3 l$ bits of memory while $m, S_{p}$ and $S_{q}$ must hold in memory (see [18]) which makes a total complexity of $7 l$ bits.

Comparison with our Solution. Table 4 provides a comparison between the Giraud Scheme, the Vigilant Scheme and ours for an RSA 1024 with CRT (i.e. $l=512$ ). For the Vigilant Scheme, we assume a modulus extension of $\{64,80\}$ bits and a $q$-ary sliding window exponentiation for $q=1,2$ or 3 [29]. The results

Table 4. Memory and time complexities of different fault analysis countermeasures for an RSA 1024 with CRT.

| Countermeasure | Time $\left(10^{6} \cdot t_{0}\right)$ | Memory (Kb) |
| :--- | :---: | :---: |
| Vigilant $[38](q=1)$ | $\{484,511\}$ | $\{2.3,2.4\}$ |
| Vigilant $[38](q=2)$ | $\{444,468\}$ | $\{2.5,2.6\}$ |
| Vigilant $[38](q=3)$ | $\{417,440\}$ | $\{3.6,3.7\}$ |
| Giraud [18] | 537 | 3.5 |
| This paper | 443 | $2.5(+1.1)$ |

given in Table 4 shows that our countermeasure is currently one of the most competitive solution to thwart fault analysis for an RSA 1024 with CRT.

Remark 13. The time complexity for the Vigilant Scheme with sliding widow is computed as follows. A $q$-ary exponentiation performs an average of $l \cdot(1+$
$\left.\left(2^{q}-1\right) /\left(q 2^{q}\right)\right)$ multiplications [29] and the use of a sliding window yields an improvement of about $5 \%$ for $l=512$ [28]. Therefore, the time complexity of one exponentiation is estimated to $0.95 \cdot(l+k)^{2} t_{0} \cdot l \cdot\left(1+\left(2^{q}-1\right) /\left(q 2^{q}\right)\right)$. Concerning the memory complexity, the sliding window method requires a total of $n_{r}=2^{q-1}+1$ registers.

## 8 Conclusion

In this paper, we have described a new countermeasure to protect exponentiation and RSA against fault analysis. The core idea of our method is to introduce redundancy in the computation by performing a double exponentiation. To do so, we proposed a double exponentiation algorithm that is based on the computation of an addition chain. We analyzed the security of our solution $v s$ fault analysis and we showed how it can be protected against side channel analysis. We also studied the time and memory complexities of our countermeasure which showed that it offers an efficient alternative to the existing schemes. A direction for further research would be to investigate more efficient double exponentiation algorithms and time-memory tradeoffs.
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## A Proof of Lemma 1

Proof. By the law of total probability, we have:

$$
\begin{equation*}
\mathrm{P}\left(\operatorname{ord}_{M}(m) \mid u\right)=\sum_{\lambda \in \mathcal{D}(\varphi(M))} \mathrm{P}(\lambda \mid u) \mathrm{P}\left(\operatorname{ord}_{M}(m)=\lambda\right) \tag{6}
\end{equation*}
$$

where $\mathcal{D}$ is the function mapping a natural integer to the set of its divisors. On the one hand, the probability $\mathrm{P}(\lambda \mid u)$ equals $1 / \lambda$. On the other hand, for every $\lambda \in \mathcal{D}(\varphi(M))$, there are $\varphi(\lambda)$ elements of order $\lambda$ in $\mathbb{Z}_{M}^{*}$ which leads to $\mathrm{P}\left(\operatorname{ord}_{M}(m)=\lambda\right)=\varphi(\lambda) / \varphi(M)$. On the whole, (6) can be rewritten as:

$$
\begin{equation*}
\mathrm{P}\left(\operatorname{ord}_{M}(m) \mid u\right)=\frac{1}{\varphi(M)} \sum_{\lambda \in \mathcal{D}(\varphi(M))} \frac{\varphi(\lambda)}{\lambda} \tag{7}
\end{equation*}
$$

Since $\varphi(\lambda) / \lambda$ is strictly lower than or equal to 1 , we have $\mathrm{P}\left(\operatorname{ord}_{M}(m) \mid u\right) \leq$ $d(\varphi(M)) / \varphi(M)$ where $d(\cdot)$ denotes the divisor function (i.e. the function that maps a natural integer to the quantity of its distinct divisors). It is well known that the divisor function satisfies $d(x)<2 \sqrt{x}$ for every $x$ [31] which implies $\mathrm{P}\left(\operatorname{ord}_{M}(m) \mid u\right)<2 / \sqrt{\varphi(M)}$. Since we have $\varphi(M)>n^{2 / 3}$ for every $M>30[31]$, we get (5).

## B Atomic Algorithms

Atomic Chain Computation. Looking at the chain computation algorithm, we observe that the main operations (namely operations on large registers) performed at each loop iteration are a division by two and possibly a substraction (depending on the value of $\tau_{i}$ ). To render the algorithm atomic both operations must be performed at each loop iteration. The following algorithm describes the atomic version of the chain computation. It makes use of three registers: $R_{0}, R_{1}$ and $R_{2}$ which are used to store the values of $\alpha_{i}$ and $\beta_{i}$ as well as a temporary value. It also uses three indices $i_{\alpha}, i_{\beta}, i_{t m p} \in\{0,1,2\}$ such that $\alpha_{i}$ is stored in $R_{i_{\alpha}}, \beta_{i}$ is stored in $R_{i_{\beta}}$ and the temporary value is stored in $R_{i_{t m p}}$.

```
Algorithm 5 Atomic double addition chain computation
InPUT: A pair of natural integer \((a, b)\) s.t. \(a \leq b\)
Output: The chain \(\omega(a, b)\)
    \(R_{i_{\alpha}} \leftarrow a ; R_{i_{\beta}} \leftarrow b ; j \leftarrow n^{*}\)
    while \(\left(R_{i_{\alpha}}, R_{i_{\beta}}\right) \neq(0,1)\) do
        \(R_{i_{t m p}} \leftarrow R_{i_{\beta}}-R_{i_{\alpha}}\)
        \(v \leftarrow R_{i_{\beta}} \bmod 2\)
        \(R_{i_{\beta}} \leftarrow R_{i_{\beta}} / 2\)
        \(t \leftarrow\left(R_{i_{\beta}} \leq R_{i_{\alpha}}\right)\)
        \(\omega_{j-1} \leftarrow t ; \omega_{j} \leftarrow t \vee v\)
        \(\left(i_{\alpha}, i_{\beta}, i_{t m p}\right) \leftarrow\left(t \wedge\left(i_{t m p}, i_{\alpha}, i_{\beta}\right)\right) \vee\left((t \oplus 1) \wedge\left(i_{\alpha}, i_{\beta}, i_{t m p}\right)\right)\)
        \(j \leftarrow j-1-(t \oplus 1)\)
    end while
    return \(\omega\)
```

Notations. In Step 6, the notation $t \leftarrow\left(R_{i_{\beta}} \leq R_{i_{\alpha}}\right)$ is used to denote the operation that compares the two values in $R_{i_{\beta}}$ and $R_{i_{\alpha}}$ and that returns the binary value $t$ satisfying $t=1$ if $R_{i_{\beta}} \leq R_{i_{\alpha}}$ and $t=0$ otherwise. In Steps 8 and 9 , the logical AND is extended to the $\{0,1\} \times\{0,1\}^{n} \rightarrow\{0,1\}^{n}$ operator performing a logical AND between the left argument and each coordinate of the right argument.

Looking at Algorithm 5, we see that, at each loop iteration, the Boolean values $t$ and $v$ represent the values of $\tau_{i}$ and $\nu_{i}$. One can verify that if $t=0$ then these values are stored in $\left(\omega_{j-1}, \omega_{j}\right)$ and $j$ is decremented by two while if $t=1$ then $t$ is stored in $\omega_{j}$ and $j$ is decremented by 1 . Moreover, if $t=0$ then Steps 8 and 9 have no effect while if $t=1$ then Step 8 ensures that the indices of the different registers are permuted so that $\left(\alpha_{i}, \beta_{i}\right)$ is correctly updated.

Although Algorithm 5 requires three $l$-bit registers and a (2.2 l)-bit buffer to store $\omega$ (see Sect. 7), its memory consumption can be reduced to $4.2 l$ bits using the following trick. During the computation of the $1.2 l$ high order bits of $\omega$, the $l$ low order bits allocated for $\omega$ are used as one of the three necessary $l$-bit registers. Once the $1.2 l$ high order bits of $\omega$ have been computed, the intermediate values $\alpha_{i}$ and $\beta_{i}$ have a bit-length lower than $l / 2$. Therefore, the three registers can be allocated on less than $2 l$ bits and the low order part of the buffer for $\omega$ can be freed.

Atomic Double Exponentiation. The following algorithm describes the atomic version of the double modular exponentiation. It makes use of two registers $R_{(0,0)}$ and $R_{(0,1)}$ that are used to store the intermediate results $m^{a_{i}}$ and $m^{b_{i}}$ and one more register $R_{(1,0)}$ to store $m$. It makes also use of two Boolean variables $\gamma$ and $\mu$. The Boolean $\gamma$ indicates that $m^{a_{i}}$ is stored in $R_{(0, \gamma \oplus 1)}$ and that $m^{b_{i}}$ is stored in $R_{(0, \gamma)}$. And the Boolean $\mu$ indicates wether the next modular multiplication is a multiplication by $m(\mu=0)$ or not $(\mu=1)$.

```
Algorithm 6 Atomic double modular exponentiation
Input: An element \(m \in \mathbb{Z}_{N}\), a chain \(\omega(a, b)\) s.t. \(a \leq b\), a modulus \(N\)
OUTPUT: The pair of modular power \(\left(m^{a} \bmod N, m^{b} \bmod N\right)\)
\(R_{(0,0)} \leftarrow 1 ; R_{(0,1)} \leftarrow m ; R_{(1,0)} \leftarrow m\)
\(\gamma \leftarrow 1 ; \mu \leftarrow 1 ; i \leftarrow 0\)
while \(i<n\) do
\(t \leftarrow \omega_{i} \wedge \mu ; v \leftarrow \omega_{i+1} \wedge \mu\)
\(R_{(0, \gamma \oplus t)} \leftarrow R_{(0, \gamma \oplus t)} \cdot R_{((\mu \oplus 1), \gamma \wedge \mu)} \bmod N\)
\(\mu \leftarrow t \vee(v \oplus 1) ; \gamma \leftarrow \gamma \oplus t\)
\(i \leftarrow i+\mu+\mu \wedge(t \oplus 1)\)
end while
return \(\left(R_{\gamma \oplus 1}, R_{\gamma}\right)\)
```

While $\mu=1$, the Boolean $t$ is evaluated to $\tau_{i}$ and, if $\tau_{i}=1$, the Boolean $v$ is evaluated to $\nu_{i}$. Then, while $t=1$ or $v=0$ each loop iteration corresponds to a step performing one single multiplication which is done in Step 5. If $t=0$ and $\nu=1$, the step must perform two multiplications: $R_{(0, \gamma)}$ by $R_{(0, \gamma)}$ and $R_{(0, \gamma)}$ by $R_{(1,0)}$. The first one is performed in Step 5 afterward the Boolean $\mu$ is evaluated to 0 thus indicating that the next loop must perform the multiplication by $R_{(1,0)}$. In that case, $i$ is not incremented and the next loop iteration performs the desired multiplication before evaluating $\mu$ to 1 and normally carrying on the computation.


[^0]:    * Updated version of the work published in the proceedings of CT-RSA 2009.

