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Abstract. It is well known that the problem to solve a set of randomly chosen multivariate quadratic equations over a finite field is NP-hard. However, when the number of variables is much larger than the number of equations, it is not necessarily difficult to solve equations. In fact, when $n \geq m(m+1)$ ($n,m$ are the numbers of variables and equations respectively) and the field is of even characteristic, there is an algorithm to solve equations in polynomial time (see [Kipnis et al., Eurocrypt’99] and also [Courtois et al., PKC’02]). In the present paper, we propose two algorithms to solve quadratic equations; one is for the case of $n \geq (\text{about}) \frac{m^2}{2} - 2m^{3/2} + 2m$ and the other is for the case of $n \geq \frac{m(m+1)}{2} + 1$. The first algorithm solves equations over any finite field in polynomial time. The second algorithm requires exponential time operations. However, the number of required variables is much smaller than that in the first one, and the complexity is essentially less than the exhaustive search.
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1 Introduction

It is well known that the problem to solve a set of randomly chosen multivariate quadratic equations over a finite field is NP-hard. Then the cryptosystems based on multivariate quadratic equations (Matsumoto-Imai, HEF, UOV, STS, TTM and so on, see e.g. [5], [7] and their references) have been expected to be secure against the quantum attacks. However, not all quadratic equations are difficult to be solved while the problem itself is NP-hard. In fact, some of such cryptosystems were already broken and some others of them are weaker than expected when they were proposed. Thus it is important to study which quadratic equations are solved easily and how to characterize its difficulty for the practical use of quadratic equations in cryptology.
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For this topic, there have been several works in the view of the relation between the numbers of variables and equations. In fact, Courtois et al. ([2] and [3]) have studied how to solve the equations when $m$ is much larger than $n$ (where $m, n$ are the numbers of equations and variables respectively). On the other hand, Kipnis et al. [6] studied the case when $n$ is much larger than $m$. In fact, they found a polynomial time algorithm to solve quadratic equations when $n \geq m(m+1)$ and the characteristic of the field is even. Note that, when the characteristic is odd, their algorithm requires $O(2^n \times (\text{polynomial}))$ operations. Although Courtois et al. [1] modified it to be more effectively for odd characteristic cases, its modification requires much more variables.

In the present paper, we propose two algorithms to solve multivariate quadratic equations when $n$ is sufficiently larger than $m$. The first algorithm solves equations over any finite field in polynomial time when $n \geq (\text{about}) m^2 - 2m^{3/2} + 2m$. The number of variables required in this algorithm is less than that in [6], and this algorithm works in polynomial time both for even and odd characteristic fields. The second algorithm solves equations for $n \geq m(m+1)/2 + 1$. The complexity of the second algorithm is roughly estimated by $O(2^n)$ or $O(3^n)$. While it is in exponential time, it is much better than the exhaustive search, especially for large fields, and furthermore the number of required variables is much less than that in the first algorithm.

## 2 Preparations

### 2.1 Notations

Throughout this paper, we use the following notations.

$q$: a power of prime.

$k$: a finite field of order $q$.

$m, n \geq 1$: integers.

$x = (x_1, \ldots, x_n)^t \in k^n$.

$\tilde{x} = (x_0, x_1, \ldots, x_n)^t \in k^{n+1}$.

$f_l(x) \in k (1 \leq l \leq m)$: a quadratic form of $x$.

$\tilde{f}_l(\tilde{x}) \in k (1 \leq l \leq m)$: the homogeneous quadratic form of $\tilde{x}$ such that $\tilde{f}_l(1, x_1, \ldots, x_n) = \tilde{f}_l(x_1, \ldots, x_n)$.

$e_i := (0, \ldots, 0, 1, 0, \ldots, 0)^t \in k^n (1 \leq i \leq n)$.

$i-1\sum_{i=1}^n \tilde{e}_i := (0, \ldots, 0, 1, 0, \ldots, 0)^t \in k^{n+1} (0 \leq i \leq n)$.

$a_i = (a_{i1}, \ldots, a_{in})^t \in k^n (1 \leq i \leq n)$: a vector with $a_{ii} \neq 0$.

$\tilde{a}_i = (\tilde{a}_{i0}, \ldots, \tilde{a}_{in})^t \in k^{n+1} (0 \leq i \leq n)$: a vector with $\tilde{a}_{i0} \neq 0$.

$U_i := (e_i, \ldots, e_{i-1}, a_i, e_{i+1}, \ldots, e_n)$: an invertible linear map such that $x_i \mapsto a_{i1}x_1 + \cdots + a_{in}x_n$ and $x_j \mapsto x_j$ for $j \neq i$.

$\tilde{U}_i := (\tilde{e}_0, \ldots, \tilde{e}_{i-1}, \tilde{a}_i, \tilde{e}_{i+1}, \ldots, \tilde{e}_n)$: an invertible linear map such that $\tilde{x}_i \mapsto \tilde{a}_{i0}\tilde{x}_0 + \tilde{a}_{i1}\tilde{x}_1 + \cdots + \tilde{a}_{in}\tilde{x}_n$ and $\tilde{x}_j \mapsto \tilde{x}_j$ for $j \neq i$.

$\Omega(n)$: the complexity of the Gaussian elimination to solve $n$ linear equations.
2.2 Elementary facts

Remember the following elementary facts learned in the undergraduate linear algebra.

Fact 1. Let \( g(x) := \sum_{1 \leq i, j \leq n} g_{ij} x_i x_j \) be a homogeneous quadratic form of \( x = (x_1, \cdots, x_n)^t \in k^n \) \( (g_{ij} \in k) \) and \( G = (G_{ij})_{1 \leq i, j \leq n} \) an \( n \times n \) matrix over \( k \) \( (G_{ij} \in k) \) with \( g_{ii} = G_{ii} \) and \( g_{ij} = G_{ij} + G_{ji} \) for \( i \neq j \). Then \( g(x) = x^t G x \).

Fact 2. Let \( G, U \) be \( n \times n \) matrices and \( u_1, \cdots, u_n \in k^n \) the column vectors in \( U \), namely \( U = (u_1, \cdots, u_n) \). Then the \( ij \)-entry of \( U^t G U \) is \( u_i^t G u_j \).

Fact 3. Let \( g(x), G \) be as in Fact 1 and \( U_i \) be as in Section 2.1. Denote by \( g(U_i x) = \sum_{1 \leq i, j \leq n} g_{ij}^{(i)} x_i x_j \). Then we have \( g_{ij}^{(i)} = a_i^t G a_i = g(u_i), g_{ij}^{(i)} = c_i^t G a_i + a_i^t G c_i \) \( (i \neq l) \) and \( g_{ij}^{(l)} = g_{ij} \) \( (i, j \neq l) \).

3 Kipnis-Patarin-Goubin’s algorithm for \( n \geq m(m + 1) \)

In this section, we recall the algorithm proposed by Kipnis-Patarin-Goubin [6] to solve \( m \) quadratic equations with \( n \) variables for \( n \geq m(m + 1) \).

Step 1. Find \( U_2 \) such that the coefficients of \( x_1 x_2 \) in \( f_1(U_2 x), \cdots, f_m(U_2 x) \) are zero.

Step 2. Put \( f_1^{(2)}(x) := f_1(U_2 x) \). Find \( U_3 \) such that the coefficients of \( x_1 x_3, x_2 x_3 \) in \( f_1^{(2)}(U_3 x), \cdots, f_m^{(2)}(U_3 x) \) are zero.

\[ \vdots \]

Step \( m - 1 \). Put \( f_1^{(m-1)}(x) := f_1^{(m-2)}(U_{m-1} x) \). Find \( U_m \) such that the coefficients of \( x_1 x_m, x_2 x_m, \cdots, x_{m-1} x_m \) in \( f_1^{(m-1)}(U_m x), \cdots, f_m^{(m-1)}(U_m x) \) are zero.

\[ f_1(x) \mapsto x^t \begin{pmatrix} * & 0 & 0 \\ 0 & * & 0 \\ 0 & 0 & * \end{pmatrix} x \mapsto x^t \begin{pmatrix} * & 0 & 0 & O \\ 0 & * & 0 & * \\ 0 & 0 & * & * \\ O & * & * & * \end{pmatrix} \mapsto x. \]

Step \( m \). Put \( g_l(x) := f_1^{(m)}(U_m x) \). Substitute values into \( x_{m+1}, \cdots, x_n \) such that \( g_1(x), g_2(x), \cdots, g_m(x) \) are linear combinations of \( x_1^2, \cdots, x_m^2 \) and constants.

Step \( m + 1 \). Find a solution \( (x_1, \cdots, x_m) \) of \( g_l(x) = 0 \) for \( 1 \leq l \leq m \).

Observation 1. According to Fact 3, we see that Step \( t \) \( (1 \leq t \leq m - 1) \) requires to solve \( t m \) homogeneous linear equations with \( n \) variables. Then one needs the condition \( n > m(m + 1) \) until Step \( m - 1 \).

Observation 2. Remember that the coefficients of \( x_i x_j \) \( (1 \leq i < j \leq m) \) in \( g_l(x) \) are zero. We see that Step \( m \) requires to solve \( m^2 \) linear equations with \( n - m \) variables \( (x_{m+1}, \cdots, x_n) \). Then one needs the condition \( n \geq m(m + 1) \) in Step \( m \).

Observation 3. Since \( g_l(x) \)’s are linear combinations of \( x_1^2, \cdots, x_m^2 \) and constants, one can reduce the problem solving \( g_l(x) = 0 \) for \( 1 \leq l \leq m \) in Step
Step 1.

Step 2.

\[ \lfloor \frac{m}{2} \rfloor \]

Step 3.

Note that Courtois et al. modified this algorithm for odd characteristic \( k \) with the complexity \( 2^{40} \times (\text{polynomial}) \). However the number of required variables is \( n \geq 2^{m/2}(m + 1) \). See [1] for the detail of its modification.

4 Solving quadratic equations for \( n \geq (\text{about}) \)

\[ m^2 - 2m^{3/2} + 2m \]

In this section, we propose an algorithm to solve equations for \( n \geq (\text{about}) m^2 - 2m^{3/2} + 2m \). For this algorithm, we first prepare the following elementary fact.

**Fact 4.** Let \( U = (u_{ij})_{0 \leq i, j \leq n} \) be an invertible matrix over \( k \). If \( U \) satisfies that \( u_{00} \neq 0 \) and the coefficient of \( x_0^n \) of \( f_l(U \bar{x}) \) are zero for \( 1 \leq l \leq m \), then \((u_{00}^{-1} u_{10}, \ldots, u_{00}^{-1} u_{n0})\) is a solution of \( f_1(x) = 0, \ldots, f_m(x) = 0 \).

This follows from Fact 1 and 2 immediately. Then, instead of solving the equation, we will give an algorithm to find such \( U \) in this section.

Before it, we prepare the following two algorithms.

**Algorithm A.**

**Aim.** Let \( g(x) \) be a quadratic form \( x = (x_1, \ldots, x_m)^t \in k^m \). Find an invertible linear transform \( U : k^m \to k^m \) such that the coefficients of \( x_i x_j \ (i + j \leq m) \) in \( g(U x) \) are zero.

\[ g(x) \mapsto x^t \begin{pmatrix} O & * \\ * & * \end{pmatrix} x \]

**Step 1.** Find \( U_1 \) such that the coefficients of \( x_1^2 \) is zero.

**Step 2.** Put \( g^{(1)}(x) := g(U_1 x) \). Find \( U_2 \) such that the coefficients of \( x_1 x_2, x_2^2 \) in \( g^{(1)}(U_2 x) \) are zero.

\[ \vdots \]

**Step \([m/2]\).** Put \( g^{([m/2]-1)}(x) := g^{([m/2]-2)}(U_{[m/2]-1} x) \). Find \( U_{[m/2]} \) such that the coefficients of \( x_i x_j \ (1 \leq i, j \leq [m/2]) \) in \( g^{([m/2]-1)}(U_{[m/2]} x) \) are zero.

**Step \([m/2]+1\).** Put \( g^{([m/2])}(x) := g^{([m/2]-1)}(U_{[m/2]} x) \). Find \( U_{[m/2]+1} \) such that the coefficients of \( x_i x_{[m/2]+1} \ (1 \leq i \leq [m/2] - 1) \) in \( g^{([m/2])}(U_{[m/2]+1} x) \) are zero.

**Step \([m/2]+2\).** Put \( g^{([m/2]+1)}(x) := g^{([m/2])}(U_{[m/2]+1} x) \). Find \( U_{[m/2]+2} \) such that the coefficients of \( x_i x_{[m/2]+2} \ (1 \leq i \leq [m/2] - 2) \) in \( g^{([m/2]+1)}(U_{[m/2]+2} x) \) are zero.

\[ \vdots \]
Step $m - 1$. Put $g^{(m-2)}(x) := g^{(m-3)}(x)(U_{m-2}x)$. Find $U_{m-1}$ such that the coefficients of $x_1x_{m-1}$ in $g^{(m-1)}(U_{m-1}x)$ are zero.

Observation. Due to Fact 3, we see that Step $t$ ($1 \leq t \leq \lfloor m/2 \rfloor$) requires to solve a quadratic homogeneous equation and $t - 1$ homogeneous linear equations of $n$ variables. On the other hand, Step $t$ ($\lfloor m/2 \rfloor + 1 \leq m - 1$) requires to solve $m - t$ homogeneous linear equations of $n$ variables. Thus the complexity in this algorithm is less than $m\Omega(\lfloor m/2 \rfloor)$.

Algorithm B.

Aim. Let $n, L, M \geq 1$ be integers with $L \leq n/2$ and

$$M \leq \begin{cases} \left\lfloor \frac{n-L}{L-1} \right\rfloor, & (n \leq L^2 - L), \\ L - 1, & (L^2 - L + 1 \leq n \leq L^2), \\ L, & (n \geq L^2 + 1), \end{cases}$$

and $g_1(x), \ldots, g_M(x)$ be quadratic forms of $x = (x_1, \ldots, x_n)^t$. Suppose that the coefficients of $x_1x_j$ ($1 \leq i, j \leq L$) in $g_1(x), \ldots, g_M(x)$ are zero. Find an invertible linear transform $U : k^n \to k^n$ such that the coefficients of $x_1x_j$ ($1 \leq i, j \leq L$) in $g_1(x), \ldots, g_M(x)$ are zero.

$$x^t \begin{pmatrix} O_L & * \end{pmatrix} x, \ldots, x^t \begin{pmatrix} O_L & * \end{pmatrix} x, x^t \begin{pmatrix} * & * \\ * & * \end{pmatrix} x \longrightarrow x^t \begin{pmatrix} O_L & * \end{pmatrix} x, \ldots, x^t \begin{pmatrix} O_L & * \end{pmatrix} x$$

Step 1. Using Algorithm A, find an invertible linear map $W_1 : k^L \to k^L$ such that the coefficients of $x_1x_j$ ($1 \leq i, j \leq L$) in $g_M(W_1x)$ are zero, where $W_1 := \begin{pmatrix} W_1 \\ l \end{pmatrix}$. Find $U_L$ such that the coefficients of $x_1x_j$ ($1 \leq i, j \leq L$) in $g_l(W_1U_Lx)$ for $1 \leq l \leq M - 1$ and of $x_1x_L$ in $g_M(W_1U_Lx)$ are zero.

$$g_M(x) \xrightarrow{\text{Alg. } A} x^t \begin{pmatrix} O & 0 & * \\ 0 & \ddots & * \\ * & \ddots & * \end{pmatrix} x \xrightarrow{\text{change } x_L} x^t \begin{pmatrix} O & 0 \\ 0 & 0 \end{pmatrix} x$$

Step 2. Put $g_1^{(1)}(x) := g_l(W_1U_Lx)$. Using Algorithm A, find an invertible linear map $W_2 : k^{L-1} \to k^{L-1}$ such that the coefficients of $x_1x_j$ ($1 \leq i, j \leq L$, $i + j \leq L + 1$) in $g_M^{(1)}(W_2x)$ are zero, where $W_2 = \begin{pmatrix} 1 & \end{pmatrix}$. Find $U_L$ such that the coefficients of $x_1x_j$ ($1 \leq i, j \leq L$) in $g_1^{(1)}(W_2U_Lx)$ for $1 \leq l \leq M - 1$ and of $x_1x_L, x_2x_L$ in $g_M^{(1)}(W_2U_Lx)$ are zero.
Step \( L - 1 \). Put \( g_i^{(L-2)}(x) := g_i^{(L-3)}(\tilde{W}_{L-2} U_L x) \). Using Algorithm A, find an invertible linear map \( W_{L-1} : k^2 \to k^2 \) such that the coefficients of \( x_i x_j \) (\( 1 \leq i, j \leq L, i+j \leq 2L-1 \)) in \( g_i^{(L-2)}(\tilde{W}_{L-1} x) \) are zero, where \( \tilde{W}_{L-1} = \begin{pmatrix} I & W_{L-1} \\ \end{pmatrix} \).

Find \( U_L \) such that the coefficients of \( x_i x_j \) (\( 1 \leq i, j \leq L \)) in \( g_i^{(L-2)}(\tilde{W}_{L-1} U_L x) \) for \( 1 \leq l \leq M - 1 \) and of \( x_1 x_L, x_2 x_L, \ldots, x_{L-1} x_L \) in \( g_M^{(L-2)}(\tilde{W}_{L-1} U_L x) \) are zero.

**Step \( L \).** Put \( g_i^{(L-1)}(x) := g_i^{(L-2)}(\tilde{W}_{L-1} U_L x) \). Find \( U_L \) such that the coefficients of \( x_i x_j \) (\( i, j \leq L \)) in \( g_i^{(L-1)}(U_L x), \ldots, g_N^{(L-1)}(U_L x) \) are zero.

**Observation 1.** According Fact 3, we see that Step \( t \) (\( 1 \leq t \leq L - 1 \)) requires to solve

(i) \( (L - 1)(M - 1) + t - 1 \) homogeneous linear equations of \((a_{L+1,L}, \ldots, a_{n,L}),\)

(ii) 1 homogeneous linear equation of \((a_{L,L}, \ldots, a_{n,L}),\)

(iii) \( M - 1 \) homogeneous quadratic equations of \((a_{1,L}, \ldots, a_{n,L})\) in the forms

\[
\sum_{i=1}^{L} a_{i,L} \times \text{(linear form of } (a_{L+1,L}, \ldots, a_{n,L})) + \text{(quadratic form of } (a_{L+1,L}, \ldots, a_{n,L})) = 0.
\]

In order to solve the equations (i),(ii) and (iii), first solve (i) and find \( a_{L+1,L}, \ldots, a_{n,L} \). Then \( a_{L,L} \) is automatically determined by (ii). Substituting such values to (iii), we see that the quadratic equations (iii) become \( N - 1 \) linear equations of \((a_{1,L}, \ldots, a_{L-1,L}).\) Thus one needs \( n - L > (L - 1)(M - 1) + L - 2 \) and \( L \geq M \) until Step \( L - 1 \).

**Observation 2.** Similarly, Step \( L \) requires to solve

(i) \( (L - 1)M \) homogeneous linear equations of \((a_{L+1,L}, \ldots, a_{n,L}),\)

(ii) \( M - 1 \) homogeneous quadratic equations of \((a_{1,L}, \ldots, a_{n,L})\) in the same forms to (iii) in the previous observation.

(iii) a homogeneous quadratic equation of \((a_{1,L}, \ldots, a_{n,L})\) in the form

\[
a_{L,L}^2 + \sum_{i=1}^{L} a_{i,L} \times \text{(linear form of } (a_{L+1,L}, \ldots, a_{n,L})) + \text{(quadratic form of } (a_{L+1,L}, \ldots, a_{n,L})) = 0.
\]

When \( n - L > (L - 1)M \), one can find a non-trivial solution of (i). Substitute it into (ii). The quadratic equations (ii) become to linear equations, and (iii) becomes a quadratic equation whose quadratic terms is only \( a_{L,L}^2 \). Then a solution will be found when \( M \leq L \). On the other hand, when \( n - L = (L - 1)N \), the solution of (i) is trivial, namely \( a_{L+1,L} = \cdots = a_{n,L} = 0 \). This means that (ii) and (iii) become homogeneous equations of \((a_{1,L}, \ldots, a_{L,L}).\) Then \( M < L \) is necessary. Therefore, in Step \( L \), one needs the condition that \( M < (n - L)/(L - 1), \)
$M \leq L$ or $M = (n - L)/(L - 1)$, $M < L$, namely

$$M \leq \begin{cases} \frac{n - L}{L - 1}, & n \leq L^2 - L, \\ L - 1, & L^2 - L + 1 \leq n \leq L^2, \\ L, & n \geq L^2 + 1. \end{cases}$$

**Observation 3.** Each step includes Algorithm A with $m \leq L$, solving at most $(L - 1)M$ linear equations and a quadratic equation. Thus we see that the complexity in Algorithm B is less than $L(L\Omega([L/2])+\Omega((L-1)M)+\Omega(M-1))$. Since $\Omega(n) \ll n^4$, we can claim that this algorithm works in polynomial time.

**Algorithm C.**

**Aim.** Let $n, L, M \geq 1$ be integers with the same conditions in Aim of Algorithm B, and $g_1(x), \ldots, g_M(x)$ be quadratic forms of $x = (x_1, \ldots, x_n)^t$. Find an invertible linear transform $U : k^n \to k^n$ such that the coefficients of $x_ix_j$ (1 ≤ $i, j \leq L$) in $g_1(x), \ldots, g_M(x)$ are zero.

$$x^t \left( \begin{smallmatrix} \ast & \ast & \ast \end{smallmatrix} \right) x, \ldots, x^t \left( \begin{smallmatrix} \ast & \ast & \ast \end{smallmatrix} \right) x, \rightarrow x^t \left( \begin{smallmatrix} O_L & \ast \end{smallmatrix} \right) x, \ldots, x^t \left( \begin{smallmatrix} O_L & \ast \end{smallmatrix} \right) x$$

**Step 1.** Find an invertible linear transform $V_1 : k^n \to k^n$ such that the coefficients of $x_ix_j$ (1 ≤ $i, j \leq L$) in $g_1(V_1x)$ are zero by using Algorithm A.

**Step 2.** Put $g_1^{(1)}(x) := g_1(V_1x)$. Using Algorithm B, find an invertible linear transform $V_2 : k^n \to k^n$ such that the coefficients of $x_ix_j$ (1 ≤ $i, j \leq L$) in $g_1^{(1)}(V_2x), g_2^{(1)}(V_2x)$ are zero.

$: \ldots$

**Step M.** Put $g_1^{(M-1)}(x) := g_1^{(M-2)}(V_{M-1}x)$. Using Algorithm B, find an invertible linear transform $V_M : k^n \to k^n$ such that the coefficients of $x_ix_j$ (1 ≤ $i, j \leq L$) in $g_1^{(M-1)}(V_Mx), \ldots, g_M^{(M-1)}(V_Mx)$ are zero.

**Observation.** According to Observation 3 in Algorithm B, we see that Step $t$ (1 ≤ $t \leq M$) requires the complexity $L(L\Omega([L/2])+\Omega((L-1)t)+\Omega(t-1))$. Summing up this from $t = 1$ to $M$, we can estimate the complexity in this algorithm by

$$ML(L\Omega([L/2])+\Omega((L-1)M)+\Omega(M-1))<n(L\Omega([L/2])+\Omega(n-M)+\Omega(M-1)) = O(n\Omega(n)).$$

Thus the Algorithm C works in polynomial time.

Based on Algorithm C, we propose an algorithm to solve quadratic equations for $n \geq (about) m^2 - 2m^{3/2} + 2m$.

**Algorithm 1.**

**Aim.** Find a solution $x \in k^n$ of the equations $f_1(x) = 0, \ldots, f_m(x) = 0$ when $n \geq (about) m^2 - 2m^{3/2} + 2m$. 
Step 1. Choose $M_1 < \sqrt{n+1}$. Put

$$L_1 := \min \left( \left\lfloor \frac{n+1}{2} \right\rfloor, \left\lfloor \frac{n+1 + M_1}{M_1 + 1} \right\rfloor \right).$$

Using Algorithm C, find an invertible linear map $V_1 : k^{n+1} \to k^{n+1}$ such that the coefficients of $x_ix_j$ $(0 \leq i, j \leq L_1 - 1)$ in $\tilde{f}_1(V_1 \tilde{x})$, $\cdots$, $\tilde{f}_{M_1}(V_1 \tilde{x})$ are zero. Put $\tilde{f}_1^{(1)}(\tilde{x}) := \tilde{f}_1(V_1 \tilde{x})$.

Step 2. Choose $M_2 < \sqrt{L_1}$. Put

$$L_2 := \min \left( \left\lfloor \frac{L_1}{2} \right\rfloor, \left\lfloor \frac{L_1 + M_2}{M_2 + 1} \right\rfloor \right).$$

Using Algorithm C, find an invertible linear map $V_2 : k^{L_1} \to k^{L_1}$ such that the coefficients of $x_ix_j$ $(0 \leq i, j \leq L_2 - 1)$ in $\tilde{f}_1^{(1)}(V_2 \tilde{x})$, $\cdots$, $\tilde{f}_{M_1 + M_2}(V_2 \tilde{x})$ are zero, where $\tilde{V}_2 := \begin{pmatrix} V_2 \\ I \end{pmatrix}$. Put $\tilde{f}_1^{(2)}(\tilde{x}) := \tilde{f}_1^{(1)}(\tilde{V}_2 \tilde{x})$.

Continue such operations until $L_l = 1$. Then one can get an invertible linear map $U = (u_{ij})_{0 \leq i, j \leq n}$ such that the coefficients of $x_0^2$ in $\tilde{f}_l(U \tilde{x})$ for $1 \leq l \leq M_1 + M_2 + \cdots + M_l$ are zero.

$$\tilde{f}_1(\tilde{x}), \cdots, \tilde{f}_m(\tilde{x}) \xrightarrow{\text{Step 1}} \tilde{x}^t \begin{pmatrix} O_{L_1} & * \\ * & * \\ * & * \end{pmatrix} \tilde{x}, \cdots, \tilde{x}^t \begin{pmatrix} O_{L_1} & * \\ * & * \\ * & * \end{pmatrix} \tilde{x}, \cdots, \tilde{x}^t \begin{pmatrix} * & * \\ * & * \end{pmatrix} \tilde{x}, \cdots, \tilde{x}^t \begin{pmatrix} * & * \\ * & * \end{pmatrix} \tilde{x}.$$

$$\xrightarrow{\text{Step 2}} \tilde{x}^t \begin{pmatrix} O_{L_2} & * \\ * & * \\ * & * \end{pmatrix} \tilde{x}, \cdots, \tilde{x}^t \begin{pmatrix} O_{L_2} & * \\ * & * \\ * & * \end{pmatrix} \tilde{x}, \cdots, \tilde{x}^t \begin{pmatrix} * & * \\ * & * \end{pmatrix} \tilde{x}, \cdots, \tilde{x}^t \begin{pmatrix} * & * \\ * & * \end{pmatrix} \tilde{x} \xrightarrow{\cdots \cdots} \tilde{x}^t \begin{pmatrix} 0 & * \\ * & * \end{pmatrix} \tilde{x}, \cdots, \tilde{x}^t \begin{pmatrix} 0 & * \\ * & * \end{pmatrix} \tilde{x} \xrightarrow{M_1 + M_2 + \cdots + M_l}$$

Due to Fact 4, this algorithm finds a solution when $m \leq M_1 + \cdots + M_l \sim n^{1/2} + n^{1/4} + \cdots$, namely $n \geq (\text{about}) m^2 - 2m^{3/2} + 2m$. According to Observation in Algorithm C, we see that the complexity of this algorithm is $O(n^4) + O(n^2) + O(n) + \cdots = O(n^4)$. Thus Algorithm 1 works in polynomial time.

The following is the table of the number of variables required to solve $m$ equations in Algorithm 1 and the algorithm in [6].

| $m$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | \cdots |
|-----|---|---|---|---|---|---|---|---|---|----|----|----|----|----|----|----|----|----|\cdots|
| $n$ for Alg. 1 | 1 | 3 | 4 | 9 | 12 | 16 | 20 | 25 | 36 | 49 | 64 | 81 | 100 | 121 | 144 | 156 | 169 | \cdots |
| $n$ for [6] | 2 | 6 | 12 | 20 | 30 | 42 | 56 | 72 | 90 | 110 | 132 | 156 | 182 | 210 | 240 | 272 | 306 | 342 | \cdots |
5 Solving quadratic equations for $n \geq m(m+1)/2 + 1$

In this section, we propose an algorithm to solve equations for $n \geq m(m+1)/2 + 1$.

Algorithm 2.

**Aim.** Find a solution $x \in k^n$ of the equations $f_1(x) = 0, \ldots, f_m(x) = 0$ when $n \geq m(m+1)/2 + 1$.

**Step 1.** Find $\tilde{U}_0$ such that the coefficient of $x_0^2$ in $\tilde{f}_1(\tilde{U}_0\tilde{x})$ is zero. Put $\tilde{f}_1^{(1)}(x) := \tilde{f}_1(\tilde{U}_0\tilde{x})$.

**Step 2.** Find $\tilde{U}_1$ such that the coefficients of $x_0x_1$ and $x_1^2$ in $\tilde{f}_1^{(1)}(\tilde{U}_1\tilde{x})$ and the coefficient of $x_0x_1$ in $\tilde{f}_2^{(1)}(\tilde{U}_1\tilde{x})$ are zero. Put $\tilde{f}_1^{(1,1)}(\tilde{x}) := \tilde{f}_1^{(1)}(\tilde{U}_1\tilde{x})$. If there is a solution $z_2 \in k$ of $\tilde{f}_2^{(1,1)}(1, z_2, 0, \ldots, 0) = 0$, denote by $V_2 := \begin{pmatrix} 1 & 0 \\ z_2 & 1 \end{pmatrix}$, and put $\tilde{f}_1^{(2)}(\tilde{x}) := \tilde{f}_1^{(1,1)}(V_2\tilde{x})$. If there are no such $z_2$, take another $\tilde{U}_1$ and repeat it until such $z_2 \in k$ appears.

**Step 3.** Find $\tilde{U}_1$ such that the coefficients of $x_0x_1$ and $x_1^2$ in $\tilde{f}_1^{(2)}(\tilde{U}_1\tilde{x}), \tilde{f}_2^{(2)}(\tilde{U}_1\tilde{x})$ and the coefficient of $x_0x_1$ in $\tilde{f}_3^{(2)}(\tilde{U}_1\tilde{x})$ are zero. Put $\tilde{f}_1^{(2,1)}(\tilde{x}) := \tilde{f}_1^{(2)}(\tilde{U}_1\tilde{x})$. If there is a solution $z_3 \in k$ of $\tilde{f}_3^{(2,1)}(1, z_3, 0, \ldots, 0) = 0$, denote by $V_3 := \begin{pmatrix} 1 & 0 \\ z_3 & 1 \end{pmatrix}$, and put $\tilde{f}_1^{(3)}(\tilde{x}) := \tilde{f}_1^{(2,1)}(V_3\tilde{x})$. If there are no such $z_3$, take another $\tilde{U}_1$ and repeat it until such $z_3 \in k$ appears.

**Step $m$.** Find $\tilde{U}_1$ such that the coefficients of $x_0x_1$ and $x_1^2$ in $\tilde{f}_1^{(m-1)}(\tilde{U}_1\tilde{x}), \ldots, \tilde{f}_m^{(m-1)}(\tilde{U}_1\tilde{x})$ and the coefficient of $x_0x_1$ in $\tilde{f}_m^{(m-1)}(\tilde{U}_1\tilde{x})$ are zero. Put $\tilde{f}_1^{(m-1,1)}(\tilde{x}) := \tilde{f}_1^{(m-1)}(\tilde{U}_1\tilde{x})$. If there is a solution $z_m \in k$ of $\tilde{f}_m^{(m-1,1)}(1, z_m, 0, \ldots, 0) = 0$, denote by $V_m := \begin{pmatrix} 1 & 0 \\ z_m & 1 \end{pmatrix}$ and put $\tilde{f}_1^{(m)}(\tilde{x}) := \tilde{f}_1^{(m-1,1)}(V_m\tilde{x})$. If there are no such $z_m$, take another $\tilde{U}_1$ and repeat it until such $z_m \in k$ appears.

**Observation 1.** Step 1 requires to solve a homogeneous quadratic equation of $n+1$ variables. Thus one needs $n \geq 2$ in Step 1. According to Fact 4, we see that Step 1 solves a quadratic equation of at least 2 variables.

**Observation 2.** Step 2 requires to solve two homogeneous linear equations and a homogeneous quadratic equation of $n+1$ variables. The linear equations is solved by the elimination and the quadratic equation is solved by Step 1. Since Step 1 requires at least 2 variables, Step 2 requires at least $2+2 = 4$ variables. We also note that the coefficients of $x_0^2, x_0x_1, x_1^2$ in $\tilde{f}_2^{(2)}(\tilde{x})$ and $x_0^2$ in $\tilde{f}_2^{(2)}(\tilde{x})$ are zero. Thus Step 1 and 2 solve two quadratic equation of at least 4 variables.

**Observation 3.** Step 3 requires to solve 3 homogeneous linear equations and 2 homogeneous quadratic equations of $n+1$ variables. If $n \geq 3 + 4 = 7$, this
can be done by Step 1 and 2 and linear operations. Note that the coefficients of $x_0^2, x_0x_1, x_1^2$ in $f_1(\tilde{x}), f_2(\tilde{x})$, and $x_0^2$ in $f_3(\tilde{x})$ are zero. Thus Step 1 to 3 solve three quadratic equation of at least 7 variables.

**Observation 4.** Suppose that Step 1 to Step $t$ $(1 \leq t \leq m)$ solves $t$ quadratic equations of at least $r_t$ variables. Since Step $t + 1$ requires to solve $t + 1$ homogeneous linear equations and $t$ homogeneous quadratic equations of $n + 1$ variables. If $n \geq r_t + t$, this can be done by Step 1 to Step $t$ and linear operations. Note that the coefficients of $m$ homogeneous quadratic equations and $n$ variables. If $n \geq r_t + t$, this can be done by Step 1 and 2 solves two quadratic equations. Note that the coefficients of $n$ homogeneous quadratic equations and $r_t + t$ variables. Since $t_1 = 2$ and Step 1 and 2 solves two quadratic equations, we see that Step 1 to Step $m$ solves $m$ quadratic equations of at least $t_m = m(m + 1)/2 + 1$ variables.

**Observation 5.** We now estimate the complexity of this algorithm. It is too difficult in general since we do not know how many times one computes $\tilde{U}_1$ in each step. Then, for simplicity, we do it under the assumption that one computes $\tilde{U}_1$ once when $q$ is even and twice when $q$ is odd in all steps, because the probability that univariate quadratic equation has a solution is almost 1 if $q$ is even and 1/2 if $q$ is odd. Let $c_t$ be the complexity in Step $t$. Since Step $t$ includes Step 1 to Step $t - 1$ again and linear operations, we have

$$c_t = \begin{cases} c_1 + c_2 + \cdots + c_{t-1} + (\text{polyn}), & (2 \mid q), \\ 2(c_1 + c_2 + \cdots + c_{t-1}) + (\text{polyn}), & (2 \nmid q) \end{cases}$$

Thus it is easy to see that $c_t = O(2^t)$ when $q$ is even and $c_t = O(3^t)$ when $q$ is odd. This means that the complexity of Algorithm 2 is roughly estimated by $c_1 + \cdots + c_m = O(2^m)$ for even $q$ and $O(3^m)$ for odd $q$.

6 Solving equations over small fields

In Section 4 and 5, we propose algorithms to solve equations for general finite fields. When $q$ is not very larger than $n$ and $m$, one can solve equations effectively by inserting the exhaustive search in each step of Algorithm 1 little by little if $n$ is (not very) smaller than as described in the table at the end of Section 4.

As examples, we describe how to solve quadratic equations with $(q, m, n) = (16, 64, 16)$ and $(16, 48, 16)$, which are used for UOV suggested in [6]. For simplicity to estimate the complexity, suppose that the complexity of Algorithm C is $n(n - M)^3/3$ since $O(n) \sim n^3/3$ for the classical Gaussian elimination. Of course, using the faster elimination algorithm, the complexity becomes smaller.

6.1 Solving equations of $(q, m, n) = (16, 64, 16)$.

**Aim.** Find a solution $x \in k^{64}$ of $f_1(x) = 0, \cdots, f_{16}(x) = 0$.

**Step 1.** Use Algorithm C to find $V_1 : k^{65} \rightarrow k^{65}$ such that the coefficients of $x_i x_j$ $(0 \leq i, j \leq 7)$ in $f_1(V_1 \tilde{x}), \cdots, f_8(V_1 \tilde{x})$ are zero. Put $x^{(1)} := (x_0, \cdots, x_7)^t$ and $f_1^{(1)}(x^{(1)}) := f_1(V_1(x_0, \cdots, x_7, 0, \cdots, 0)^t)$. 
Step 2. Use Algorithm C to find $V_2 : k^8 \to k^8$ such that the coefficients of $x_ix_j$ ($0 \leq i, j \leq 2$) in $f_9^{(1)}(V_2x^{(1)}), f_{14}^{(1)}(V_2x^{(1)})$ are zero. Put $x^{(2)} := (x_0, x_1, x_2)^t$ and $f_1^{(2)}(x^{(2)}) := f_1^{(1)}(V_2(x_0, x_1, x_2, 0, \ldots, 0)^t)$.

Step 3. Find $x^{(2)} = (1, x_1, x_2)^t$ such that $f_{11}^{(2)}(x^{(2)}) = 0$. Check whether $f_{12}^{(2)}(x^{(2)}) = 0$ for the same $x^{(2)}$. If so, go to the next step, and if not, change $x^{(2)}$ until $f_{12}^{(2)}(x^{(2)}) = 0$.

Step 4. Check whether $f_{14}^{(2)}(x^{(2)}) = f_{16}^{(2)}(x^{(2)}) = f_{15}^{(2)}(x^{(2)}) = 0$. If so, go to the next step, and if not, go back to Step 2.

Step 5. Check whether $f_{14}^{(2)}(x^{(2)}) = 0$. If so, finish this algorithm, and if not, go back to Step 1.

Observation. The complexity in Step 1 and 2 are respectively $65 \times 57^3/3$ and $8 \times 5^3/3$. Step 3 requires to find a square root and the exhaustive search for $f_{12}^{(2)}(x^{(2)}) = 0$. Since the probability that $f_{12}^{(2)}(x^{(2)}) = 0$ for randomly chosen $x^{(2)}$ is about $q^{-1}$, the complexity in Step 3 is $\log q \times q = 2^5$ in average. Similarly, since the probabilities that $f_{14}^{(2)}(x^{(2)}) = f_{15}^{(2)}(x^{(2)}) = f_{16}^{(2)}(x^{(2)}) = 0$ are respectively $q^{-3}$ and, one repeats Step 2 by $q^3 = 2^{12}$ times and Step 1 by $q = 2^4$ times on average. Thus the complexity of this approach is

$$2^4 \times (65 \times 57^3/3 + 2^{12} \times (8 \times 5^3/3 + 2^5)) \sim 2^{26.4}.$$

6.2 Solving equations of $(q, m, n) = (16, 48, 16)$.

Aim. Find a solution $x \in k^{48}$ of $f_1(x) = 0, \ldots, f_{16}(x) = 0$.

Step 1. Use Algorithm C to find $V_1 : k^{49} \to k^{49}$ such that the coefficients of $x_ix_j$ ($0 \leq i, j \leq 6$) in $f_1(V_1x), \ldots, f_6(V_1x)$ are zero. Put $x^{(1)} := (x_0, \ldots, x_6)^t$ and $f_1^{(1)}(x^{(1)}) := f_1(V_1(x_0, \ldots, x_6, 0, \ldots, 0)^t)$.

Step 2. Use Algorithm C to find $V_2 : k^7 \to k^7$ such that the coefficients of $x_ix_j$ ($0 \leq i, j \leq 2$) in $f_2^{(1)}(V_2x^{(1)}), f_3^{(1)}(V_2x^{(1)})$ are zero. Put $x^{(2)} := (x_0, x_1, x_2)^t$ and $f_1^{(2)}(x^{(2)}) := f_1^{(1)}(V_2(x_0, x_1, x_2, 0, \ldots, 0)^t)$.

Step 3. Find $x^{(2)} = (1, x_1, x_2)^t$ such that $f_9^{(2)}(x^{(2)}) = 0$. Check whether $f_{10}^{(2)}(x^{(2)}) = 0$ for the same $x^{(2)}$. If so, go to the next step, and if not, change $x^{(2)}$ until $f_{10}^{(2)}(x^{(2)}) = 0$.

Step 4. Check whether $f_{11}^{(2)}(x^{(2)}) = f_{12}^{(2)}(x^{(2)}) = 0$. If so, go to the next step, and if not, go back to Step 2.

Step 5. Check whether $f_{13}^{(2)}(x^{(2)}) = \ldots = f_{16}^{(2)}(x^{(2)}) = 0$. If so, finish this algorithm, and if not, go back to Step 1.

Observation. The complexity in Step 1 and 2 are respectively $49 \times 42^3/3$ and $7 \times 4^3/3$. Step 3 requires to find a square root and the exhaustive search for $f_{12}^{(2)}(x^{(2)}) = 0$. Since the probability that $f_{12}^{(2)}(x^{(2)}) = 0$ for randomly chosen $x^{(2)}$ is about $q^{-1}$, the complexity in Step 3 is $\log q \times q = 2^5$ in average. Similarly, since the probabilities that $f_{11}^{(2)}(x^{(2)}) = f_{12}^{(2)}(x^{(2)}) = 0$ and $f_{13}^{(2)}(x^{(2)}) = \ldots = f_{16}^{(2)}(x^{(2)}) = 0$ are respectively $q^{-2}$ and $q^{-4}$, one repeats Step 2 by $q^3 = 2^8$ times.
and Step 1 by $q^4 = 2^{16}$ times on average. Thus the complexity of this approach is
\[
2^{16} \times \left(49 \times 42^3/3 + 2^8 \times (7 \times 4^3/3 + 2^5)\right) \sim 2^{36.4}.
\]
Remark that the complexity to solve the quadratic equations with $(q, m, n) = (16, 64, 16)$ and $(16, 48, 16)$ have been studied in [1] and [4] to analyze the security of UOV with such parameters proposed in [6]. We summarize the complexities of the attacks by [1], [4] and our approach in the following table.

<table>
<thead>
<tr>
<th>$(q, n, m)$</th>
<th>$(16, 48, 16)$</th>
<th>$(16, 64, 16)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>exhaustive</td>
<td>$2^{64}$</td>
<td>$2^{64}$</td>
</tr>
<tr>
<td>Courtois et al. [1]</td>
<td>$2^{46}$</td>
<td>$2^{42}$</td>
</tr>
<tr>
<td>Faugère-Perret [4]</td>
<td>$2^{40.5}$</td>
<td>$2^{40.5}$</td>
</tr>
<tr>
<td>Our attack</td>
<td>$2^{36.4}$</td>
<td>$2^{26.4}$</td>
</tr>
</tbody>
</table>

7 Conclusion

In the present paper, we propose two algorithms to solve quadratic equations when $n$ is much larger than $m$. Though we reduce the required $n$ compared to the works in [6] and [1], it is still too large to break most cryptosystems based on multivariate quadratic equations. Then it is important to improve our algorithms and to study the lower bound of $n$ such that $m$ equations can be solved in polynomial (or effective) time.
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