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#### Abstract

In case of security analysis of hash functions, finding a good collision-inducing differential paths has been only focused on. However, it is not clear how differential paths of a hash function influence the securities of schemes based on the hash function. In this paper, we show that any differential path of a hash function can influence the securities of schemes based on the hash function. We explain this fact with the MD4 hash function. We first show that APOP-MD4 with a nonce of fixed length can be analyzed efficiently with a new differential path. Then we improve the result of the key-recovery attack on NMAC-MD4 described by Fouque et al. [4] by combining new differential paths. Our results mean that good hash functions should have the following property : It is computationally infeasible to find differential a path of hash functions with a high probability.
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## 1 Introduction

The key recovery attack on block ciphers focuses mainly on finding a good property (of a block cipher) independent from a secret random key with a high probability and then recovers partial information of a round key with the property. On the other hand, security analyses of hash functions [9,10, 12-17] focus on finding a collision-inducing differential path and then obtain a second-preimage or a collision with the path. When the securities of schemes based on hash functions such as HMAC and APOP protocol are analyzed, collision-inducing differential paths of the underlying hash function of the schemes are also used. However, we can ask the following questions ; how can any differential path of a hash function influence the securities of schemes based on the hash function? How come the problem of finding any good differential path of hash functions doesn't be concerned?

In fact, the method that finds collisions by connecting differential paths with high probabilities was utilized for collision-finding attacks of MD5 and SHA-1
$[14,16]$. However, we can say that the method is also to find collision-inducing differential paths for multi blocks. To the best of our knowledge, there is no result on how any differential path of a hash function influences the securities of schemes based on the hash function. In this paper, we show that good differential paths can be used to reduce the attack complexity of schemes based on hash functions. For concrete examples, we propose new MD4 differential paths. Then we analyze APOP-MD4 and NMAC-MD4 with them. Our results show that good hash functions should have the property that it is difficult to find a differential path with a high probability. Table 1 and 2 summarizes our results.

Table 1. The Comparison of previous results with our result on a partial key-recovery attack on APOP-MD4

|  | the length of a nonce | attack ? $\sharp$ of bits discovered | $\sharp$ of queries |  |
| :--- | :---: | :---: | :---: | :---: |
| Leurent [5] | arbitrary | Yes | 56 | 57 |
| Leurent [5] | fixed | No | $\cdot$ | $\cdot$ |
| This paper | fixed | Yes | 56 | $2^{13}$ |

Table 2. The Comparison of previous results with our result on a partial key-recovery attack on NMAC-MD4 : Given $K_{1}$, the second column indicates the number of bits of $K_{2}$ recovered with query-complexity in the third column.

|  | $\sharp$ of bits recovered | $\sharp$ of queries | success prob. | attack type |
| :---: | :---: | :---: | :---: | :---: |
| Fouque et al. [4] | 1 | $2^{80}$ | 1 | standard |
| This paper | 4 | $2^{23}$ | $2^{-3}$ | related-key setting |

## 2 Notations and Definitions

NMAC and HMAC. Fig. 1 and 2 show NMAC and HMAC based on a compression function $f$ from $\{0,1\}^{n} \times\{0,1\}^{b}$ to $\{0,1\}^{n} . K_{1}$ and $K_{2}$ are n bits. $\bar{K}=K \| 0^{b-n}$ where $K$ is $n$ bits. opad is formed by repeating the byte ' $0 \times 36$ ' as many times as needed to get a $b$-bit block, and ipad is defined similarly using the byte ' $0 \times 5 c^{\prime}$ '. $H:\{I V\} \times\left(\{0,1\}^{b}\right)^{*} \rightarrow\{0,1\}^{n}$ is the iterated hash function. $H$ is defined as follows : $H^{f}\left(I V, x_{1}\left\|x_{2}\right\| \cdots \| x_{t}\right)=f\left(\cdots f\left(f\left(I V, x_{1}\right), x_{2}\right) \cdots, x_{t}\right)$ where $x_{i}$ is $b$ bits. Let $g$ be a padding method. $g(x)=x\left\|10^{t}\right\| \operatorname{bin}_{64}(x)$ where $t$ is smallest non-negative integer such that $g(x)$ is a multiple of $b$ and $\operatorname{bin}_{i}(x)$ is the $i$-bit binary representation of $x$. Then, NMAC and HMAC are defined as follows. $M$ is a any message of an arbitrary length. each $M_{i}$ is $b$-bits. For example, in case of MD4, $b$ is $512, n$ is 128 and $f$ is the compression function of MD4.

$$
\begin{aligned}
\operatorname{NMAC}_{K_{1}, K_{2}}(M) & =H\left(K_{2}, g\left(H\left(K_{1}, g(M)\right)\right)\right) \\
\operatorname{HMAC}_{K}(M) & =H(I V, g(\bar{K} \oplus \text { opad } \| H(I V, g(\bar{K} \oplus \mathrm{ipad} \| M))))
\end{aligned}
$$



Fig. 1. NMAC $\left(g(M)=M_{1}\left\|M_{2}\right\| \cdots \| M_{t}\right)$


Fig. 2. HMAC $\left(g(\bar{K} \oplus \mathrm{ipad} \| M)=\bar{K} \oplus \mathrm{ipad}\left\|M_{1}\right\| M_{2}\|\cdots\| M_{t}\right)$

MD4. The hash function MD4 uses a 128-bit fixed initial value $I V$. We write the MD4 hash value of a message $M$ by $\operatorname{MD} 4(M)$ or $\operatorname{MD} 4(I V, M)$. The compression function $f$ of $M D 4$ is denoted by coMD4. Then MD4 $(I V, M)$ can be described by $\operatorname{MD} 4(I V, M)=H^{\mathrm{coMD} 4}(I V, g(M))$.

Initial Value ( $I V$ ) of MD4. The initial value of MD4 is as follows.

$$
I V=(0 \times 67452301,0 \times e f c d a b 89,0 \times 98 b a d c f e, 0 \times 10325476)
$$

Boolean Functions of MD4. coMD4 consists of 48 steps (the first step is called step 1). The first 16 steps are called round 1 , the second 16 steps are called round 2 and the last 16 steps are called round 3 . The boolean function of each round is as follows.

$$
\begin{aligned}
& f_{1}(x, y, z)=(x \wedge y) \vee(\neg x \wedge z) \\
& f_{2}(x, y, z)=(x \wedge y) \vee(x \wedge z) \vee(y \wedge z) \\
& f_{3}(x, y, z)=x \oplus y \oplus z
\end{aligned}
$$

The Ordering of Message Words of MD4. The compression function coMD4 processes a 512 -bit message block $M$ per each compression function. A message block $M$ is divided by 16 words as $M=m_{1}\left\|m_{2}\right\| \cdots \| m_{16}$ where each $m_{i}$ is

32 -bit. The leftmost bit of a word is called 32 -th bit of the word. The rightmost bit of a word is called 1-th bit of the word. The ordering of message words of coMD4 is as follows.

| $i$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\psi(i)$ | 1 | 2 | 3 | 4 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 |

The Shift Rotations of MD4. The shift rotation $S_{i}$ at step $i$ is defined as follows.

| $i$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |

Round Constants of MD4. Round constants are as follows.

$$
K_{1}=0, K_{2}=0 \times 5 \mathrm{a} 827999, K_{3}=0 \times 6 \mathrm{ed} 9 \mathrm{eba} 1
$$

the Step Function of MD4. Let $A_{i}$ be a updated value in step $i$. The initial value $I V$ or the output of previous compression function is denoted by $\left(A_{i-3}, A_{0}, A_{-1}, A_{-2}\right) . A_{i}$ at round $j$ is updated as follows.

$$
A_{i}=\left(A_{i-4}+f_{j}\left(A_{i-1}, A_{i-2}, A_{i-3}\right)+m_{\psi(i)}+K_{j}\right)^{\lll S_{i}}
$$

where $S_{i}$ is the value of the left rotation in step $i$.
And the final output value of the compression function coMD4 is computed as follows.

$$
\operatorname{coMD} 4(I V, M)=\left(A_{-3}+A_{45}, A_{0}+A_{48}, A_{-1}+A_{47}, A_{-2}+A_{46}\right)
$$

APOP [6]. APOP is a protocol for the authentication between a client and a mail server. The client and the mail server share a secret password. The mail server wants to identify the client with the shared password. Let $H$ be a public hash function and $P$ be a shared password. In order to authenticate the identity of the client, the mail server generates a random number Nonce and sends it to the client. If the client knows the password exactly, he can generate the hash value $H($ Nonce $\| P)$ and return it to the mail server. Finally, the mail server can check if the value is correct, and then authenticate the identity of the client.

Notations in Table $4 \sim 9$ in the Appendix. Let $A_{i}$ be the updated value in step $i$ when a message $M$ is processed. Let $A_{i}^{\prime}$ be the updated value in step $i$ when a message $M^{\prime}$ is processed. $A_{i}=g^{h}$ means that all bits from $g$-th bit of $A_{i}$ to $(g+h-1)$-th bit of $A_{i}$ are the bit ' 1 ' and $(g+h)$-th bit of $A_{i}$ is the bit ${ }^{\prime} 0$ '. And $A_{i}=g$ means that $g$-th bit of $A_{i}$ is the bit ' 0 '. Reversely, $A_{i}=-g^{h}$ means that all bits from $g$-th bit of $A_{i}$ to $(g+h-1)$-th bit of $A_{i}$ are the bit ' 0 '
and $(g+h)$-th bit of $A_{i}$ is the bit ' 1 '. And $A_{i}=-g$ means that $g$-th bit of $A_{i}$ is the bit ' 1 '. $\Delta A_{i}=g^{h}$ means that $A_{i}$ is $g^{h}$ and $A_{i}^{\prime}$ is $-g^{h}$. Reversely, $\Delta A_{i}=-g^{h}$ means that $A_{i}$ is $-g^{h}$ and $A_{i}^{\prime}$ is $g^{h}$. Also, the output of boolean function in each step and message words are defined in the same way. From the third column to the sixth column in Table 5,7 and 9 in the appendix are conditions on $A_{i}$. The last column in Table 5, 7 and 9 say the number of conditions of $A_{i} . A_{i, j}=a$ means that the $j$-th bit of $A_{i}$ is same as the $j$-th bit of $A_{i-1} . A_{i, j}=b$ means that the $j$-th bit of $A_{i}$ is same as the $j$-th bit of $A_{i-2}$.

## 3 A New MD4 Differential Path I and Its Application to APOP-MD4

In 2007, Gaetan Leurent [5] proposed an attack method to recover a partial key of a secret password used in APOP-MD4 and APOP-MD5 authentication protocols. Sasaki et al. [11] also discovered independently a partial key-recovery attack on APOP-MD5. Their works are based on the collision-inducing differential paths discovered by Wang et al. [12, 14]. In their attack scenario, an attacker is a forged mail server who doesn't know a target-client's secret password but wants to know a partial information of the password by the communication with the client. their attack idea is based on the fact that the length of the nonce generated by a mail server has no limit. In other words, an attacker can choose a nonce of an arbitrary length. On the other hand, in case when the nonce has a fixed length, their attack doesn't work.

In this paper, even when the nonce has a fixed length, we show that we can recover efficiently a partial information of the password with the MD4 differential path $I$ explained in the appendix. The differential paths used in previous partial-key recovery attack are all collision-inducing differential paths. However, any good differential path with a high probability is enough for analyzing APOP. This is because, even though the output difference of a path is not zero, we can check if two messages satisfy conditions in the path just by checking if the output difference satisfies the pattern of the output difference of the path. By this idea, we can recover efficiently a partial information of the secret password. We can write this problem as follows.Here, we consider only a case that the secret password $P$ is 96 -bit and the nonce is 416 -bit.

Problem 1. Let $I V$ be the fixed initial value of MD4. The secret password $P$ is 96 -bit and the nonce is 416 -bit. An attacker can ask queries to a targetclient, where each query Nonce is a nonce in APOP. Then the client returns coMD4 (IV,Nonce $\| P$ ) to the attacker. In this scenario, the attacker can recover 56 bits of the password $P$ with $2^{13}$ queries and with the time complexity that corresponds to the time of sorting $2^{12}$ elements $2^{30}$ times.

Proof. Problem 1 can be solved by the idea discovered by Contini and Yin [2]. We write $P=P_{1}\left\|P_{2}\right\| P_{3}$ where each $P_{i}$ is 32 -bit. We want to recover 56 bits of $P$. More precisely, we will recover lower 30 bits of $P_{1}$ and lower 26 bits of $P_{2}$.

See Table 4 and 5 . There are only six conditions from step 14 to the last step. MD4's $I V$ also satisfies one condition corresponding to the initial value in Table 4 and 5 . Since the attacker can choose nonces arbitrarily by himself, he choose two nonces which satisfy all conditions corresponding to from step 1 to step 13 in Table 4 and 5 . We denote such two nonces by $N=\left(n_{1}\left\|n_{2}\right\| \cdots \| n_{13}\right)$ and $N^{\prime}=\left(n_{1}^{\prime}\left\|n_{2}^{\prime}\right\| \cdots \| n_{13}^{\prime}\right)$ such that $n_{1}^{\prime}-n_{1}=-2^{4}, n_{4}^{\prime}-n_{4}=2$ and $n_{i}^{\prime}=n_{i}$ for $i \neq 1,4$. Next, he sends them to the client, and then obtains coMD4 $(N \| P)$ and coMD4 $\left(N^{\prime} \| P\right)$. Since there are only six conditions from step 14 to the last step in Table 4 and 5 , the following statements hold with the probability $2^{-6}$.

$$
\operatorname{coMD} 4\left(N^{\prime} \| P\right)-\operatorname{coMD} 4(N \| P)=\left(2^{4}, ?, ?, ?\right) \cdots \cdots(1)
$$

See Table 4 and 5 . If we obtain ( $N, N^{\prime}$ ) satisfying (1) with probability $2^{-6}$, then such $\left(N, N^{\prime}\right)$ also satisfies all conditions in Table 2 and 3 with the probability almost 1 . This is because if $\left(N, N^{\prime}\right)$ doesn't satisfy just one condition in Table 4 and 5 , the probability that $\left(N, N^{\prime}\right)$ satisfies (1) is $2^{-32}$. Based on this observation, we can recover lower 30 bits of $P_{1}$ with the following algorithm 1.

Algorithm 1. Recovery of lower 30 bits of $P_{1}$.

1. The attacker chooses $2^{12}\left(N, N^{\prime}\right)$ pairs such that $n_{1}^{\prime}-n_{1}=-2^{4}, n_{4}^{\prime}-n_{4}=2$ and $n_{i}^{\prime}=n_{i}$ for $i \neq 1,4$. Then he gives them to the client and obtains $\operatorname{coMD} 4\left(N^{\prime} \| P\right)$ and $\operatorname{coMD} 4(N \| P)$ for all $2^{13}\left(N, N^{\prime}\right)$ pairs from the client.
2. He guesses lower 30 bits of $P_{1}$ used in step 14.

3 . He selects all ( $N, N^{\prime}$ ) pairs which make the fifth bit of $A_{14}$ be ' 1 ', where $A_{14}$ is the updated value in step 14.
4. If there is no $\left(N, N^{\prime}\right)$ (which is selected in the phase 3 ) satisfying the statement (1), then outputs the guessed 30 bits of $P_{1}$ and stops this algorithm, otherwise go to the phase 2 .

Now we explain how the algorithm 1 works. See Table 4 and 5 in the appendix. According to the Table 5, there is a condition that the fifth bit of $A_{14}$ is ' 0 '. Since the value of the shift rotation in step 14 is 7 , lower 30 bits of $P_{1}$ influence the fifth bit of $A_{14}$ in step 14. Therefore, if the attacker guesses the password wrongly, in the phase 3 of the algorithm $1,2^{10}\left(N, N^{\prime}\right)$ pairs among $2^{11}\left(N, N^{\prime}\right)$ pairs selected on average in the phase 3 make the fifth bit of $A_{14}$ be ' 0 ' on average when the corrected lower 30 bits of $P_{1}$ is applied to such $2^{10}\left(N, N^{\prime}\right)$. So, in case of a wrong guess, each $\left(N, N^{\prime}\right)$ among $2^{10}\left(N, N^{\prime}\right)$ pairs satisfies the statement (1) with the probability $2^{-5}$. We expect that $2^{5}\left(=2^{-5} \cdot 2^{10}\right)\left(N, N^{\prime}\right)$ pairs satisfy the statement (1).

Now, let's compute the number of wrong passwords such that there is no ( $N, N^{\prime}$ ) pair satisfies the statement (1). The probability that there is no ( $N, N^{\prime}$ ) (which is selected in the phase 3 satisfying the statement (1) in case of a wrongguessed password is $\left(1-2^{-5}\right)^{2^{10}}$. Since there are $2^{30}-1$ wrong passwords, the number of wrong passwords that there is no $\left(N, N^{\prime}\right)$ (which is selected in the phase 3 satisfying the statements $(1)$ is $\left(2^{30}-1\right) \cdot\left(1-2^{-5}\right)^{2^{10}}<2^{-19}$. On the
other hand, in case of the correct-guessed password, since we select correctly ( $N, N^{\prime}$ ) pairs which make the fifth bit of $A_{14}$ be ' 1 ' in the phase 3 , no $(N, N$ ') (which is selected in the phase 3 follows the differential path I in Table 4 and 5 . So, the number of $\left(N, N^{\prime}\right)$ (which is selected in the phase 3 ) satisfying the statements (1) becomes $2^{-21}\left(=2^{-32} \cdot 2^{11}\right)$. Therefore, we can recover correctly lower 30 bits of $P_{1}$ by the phase 4 of the algorithm 1 .

Next, we can recover lower 26 bits of $P_{2}$ with the algorithm 2.
Algorithm 2. Recovery of lower 26 bits of $P_{2}$.

1. The attacker guesses higher two bits of $P_{1}$.
2. He guesses lower 26 bits of $P_{1}$ used in step 15 .
3. Among $2^{12}\left(N, N^{\prime}\right)$ pairs obtained in the algorithm 1 , he selects all $\left(N, N^{\prime}\right)$ pairs which make the fifth bit of $A_{15}$ be ' 0 ', where $A_{15}$ is the updated value in step 15 .
4. If there is no $\left(N, N^{\prime}\right)$ (which is selected in the phase 3 ) satisfying the statement (1), then outputs the guessed 30 bits of $P_{1}$ and stops this algorithm, otherwise go to next phase.
5. For a fixed higher two bits of $P_{1}$, if he has not yet searched all $2^{26}$ candidates of lower 26 bits of $P_{1}$, go to the phase 2 , otherwise go to the phase 1 .

According to the Table 5, there is a condition that the fifth bit of $A_{15}$ is ' 0 '. Since the value of the shift rotation in step 15 is 11 , lower 26 bits of $P_{2}$ influence the fifth bit of $A_{15}$ in step 15 . Similarly, we can recover correctly lower 26 bits of $P_{2}$ with the algorithm 2 .

## 4 New MD4 Differential Paths II-A,B and Their Applications to NMAC-MD4

Fouque, Leurent and Nguyen [4] constructed 22 collision-inducing differential paths. Their differential paths have eighty conditions per each path. Among eigthty conditions, one condition is for the initial value. In case of NMAC and HMAC, on the assumption that the values of $K_{1}$ and $\operatorname{coMD} 4(I V, \bar{K} \oplus i p a d)$ are known, they could find one bit of $K_{2}$ or $\operatorname{coMD} 4(I V, \bar{K} \oplus o p a d)$ with the time complexity $2^{80}$ because the initial value has one condition in the path. The assumption is reasonable because Contini et al. [2] introduced a method to recover $K_{1}$ and coMD4 (IV, $\left.\bar{K} \oplus i p a d\right)$ with complexity $2^{63}$. So, if we find two messages which produce the same MAC value with their path, we know that one bit of $K_{2}$ or coMD4 $(I V, \bar{K} \oplus$ opad $)$ satisfies the condition in their path, otherwise one bit of $K_{2}$ or coMD4(IV, $\left.\bar{K} \oplus o p a d\right)$ doesn't satisfy the condition in their path, that is, satisfies the opposite condition of a given condition. Since $2^{80}$ is so big, their attack seems to be impossible to implement their attack in the current computing power.

In this paper, we show that the complexity that requires to recover four bits can be improved very efficiently if we use our new differential paths II-A,B in the appendix and the attacker model is in the related-key setting and $K_{1}$ is known. More precisely, we can recover four bits of $K_{2}$ of NMAC with the time complexity $2^{23}$ and the probability $2^{-3}$ in the related-key setting. Since $2^{23}$ is much less than $2^{80}$, our attack scenario can be implemented efficiently. Our attack result shows that the analyzing method based on differential paths is more powerful than that based on collision-inducing differential paths. In the following subsection, we will explain our attack scenario in detail.

### 4.1 Attack Scenario on NMAC-MD4

The following two figures in Fig. 3 are the expressions of NMAC-MD $4_{K_{1}, K_{2}}(M)=$ $h_{2}$, where the bit length of $M$ is less than 448 and $g$ is the padding method explained in section 2. For $|M|<448$, two expressions are identical.


Fig. 3. Identical Two Expressions : NMAC-MD $4_{K_{1}, K_{2}}(M)=h_{2},|M|<448$

The goal of this subsection is to describe an efficient partial-key recovery attack on $K_{2}$ in the related-key setting, on the assumption that $K_{1}$ is known and satisfies two conditions corresponding to the initial value in Table 6 and 7. For this goal, only messages of bit length 447 are used as NMAC-MD4 queries. This is because we want to simulate NMAC-MD4 with using coMD4 two times and control bits as many as possible, where at least lower 65 bits of $g(M)$ is determined by the length of $M$. In case of $|M|=447$, the lower 65 bits of $g(M)$ is fixed as $1 \| b i n_{64}(447)$. See Fig. 4. We make queries $M$ and $M^{\prime}$, where $\alpha_{1}=$ $g\left(M^{\prime}\right)-g(M), \beta_{1}=h_{1}^{\prime}-h_{1}, \alpha_{2}=g\left(h_{1}^{\prime}\right)-g\left(h_{1}\right), \beta_{2}=h_{2}^{\prime}-h_{2}, \Delta K_{1}=K_{1}^{\prime}-K_{1}$ and $\Delta K_{2}=K_{2}^{\prime}-K_{2}$.

For fixed values $\alpha_{1}(\neq 0), \beta_{1}(\neq 0), \beta_{2}, \Delta K_{1}$ and $\Delta K_{2}$, we denote the probability that $M^{\prime}$ and $M$ satisfy the relation $\alpha_{1} \rightarrow \Delta K_{1} \beta_{1}$ by $p$ and the relation $\alpha_{2} \rightarrow \Delta K_{2} \beta_{2}$ by $q$, on the assumption that $\Delta K_{1}=K_{1}^{\prime}-K_{1}$ and $\Delta K_{2}=K_{2}^{\prime}-K_{2}$ in the related-key setting. Here, $\alpha_{2}$ is determined by $\beta_{1}$ from the relations $\beta_{1}=h_{1}^{\prime}-h_{1}$ and $\alpha_{2}=g\left(h_{1}^{\prime}\right)-g\left(h_{1}\right)$. Then, the equation $\beta_{2}=h_{2}^{\prime}-h_{2}$ holds with the probability $p \cdot q$ in Fig. 4. For example, according to Table 6, $\alpha_{1}, \beta_{1}$ and $\Delta K_{1}$ are defined as follows. $*$ can be + or - .


Fig. 4. Processing $M$ and $M^{\prime}:|M|,\left|M^{\prime}\right|<448$

- $\alpha_{1}=g\left(M^{\prime}\right)-g(M)$
: $m_{1}^{\prime}-m_{1}=* 2^{31}, m_{i}^{\prime}=m_{i}$ for $i \neq 1$, where $g\left(M^{\prime}\right)=m_{1}^{\prime}\|\cdots\| m_{16}^{\prime}$ and $g(M)=m_{1}\|\cdots\| m_{16}$.
- $\beta_{1}=h_{1}^{\prime}-h_{1}$
$: h_{1}^{\prime}-h_{1}=\operatorname{coMD} 4\left(K_{1}^{\prime}, g\left(M^{\prime}\right)\right)-\operatorname{coMD} 4\left(K_{1}, g(M)\right)=\left(* 2^{31}, 0,0,-2^{28}\right)$.
- $\Delta K_{1}=K_{1}^{\prime}-K_{1}$
: $K_{1}^{\prime}-K_{1}=\left(* 2^{31}, 0,0,-2^{28}\right)$ and $K_{1}$ satisfies two condition in Table 7.
And according to Table $8, \alpha_{2}, \beta_{2}$ and $\Delta K_{2}$ are also defined as follows. $*$ can be + or - . Here, $\alpha_{2}$ is determined by $\beta_{1}$ from the relations $\beta_{1}=h_{1}^{\prime}-h_{1}$ and $\alpha_{2}=g\left(h_{1}^{\prime}\right)-g\left(h_{1}\right)$.
- $\alpha_{2}=g\left(h_{1}^{\prime}\right)-g\left(h_{1}\right)$
$: l_{1}^{\prime}-l_{1}=* 2^{31}, l_{4}^{\prime}-l_{4}=-2^{28}$ and $l_{i}^{\prime}=l_{i}$ for $i \neq 1,4$, where $g\left(h_{1}^{\prime}\right)=l_{1}^{\prime}\|\cdots\| l_{16}^{\prime}$ and $g\left(h_{1}\right)=l_{1}\|\cdots\| l_{16}$.
- $\beta_{2}=h_{2}^{\prime}-h_{2}$
$: h_{2}^{\prime}-h_{2}=\operatorname{coMD} 4\left(I V^{\prime}, g\left(h_{1}^{\prime}\right)\right)-\operatorname{coMD} 4\left(I V, g\left(h_{1}\right)\right)=\left((-1)^{t} \cdot 2^{19}, ?, ?, * 2^{8}\right)$.
- $\Delta K_{2}=K_{2}^{\prime}-K_{2}$
$: K_{2}^{\prime}-K_{2}=\left(* 2^{31}+(-1)^{t} \cdot 2^{19}, 2^{28}, 0,0\right)$. And the 29 th bit of the second word of $K_{2}$ is ' 0 ' and the 20 th bit of the first word of $K_{2}$ is ' $t$ '.

Since we analyze NMAC-MD4 when $K_{1}$ is known and satisfies two conditions in Table 6 and 7 , we can get easily $M$ and $M^{\prime}$ satisfying the relation $\alpha_{1} \rightarrow \Delta K_{1} \beta_{1}$ with the probability 1 by the advanced modification method explained in [12, 10], where $\Delta K_{1}=K_{1}^{\prime}-K_{1}$ in the related-key setting. Then, if $K_{2}$ satisfies three conditions in Table 8 and 9 , then a $\left(h_{1}^{\prime}, h_{1}\right)$ pair satisfies the relation $\alpha_{2} \rightarrow \Delta K_{2} \beta_{2}$ with the probability $2^{-22}$ by twenty-two conditions corresponding to the updated values from step 1 to step 48 in Table 8 and 9. In other words, the following equation (2) holds with the probability $2^{-22}$.

$$
h_{2}^{\prime}-h_{2}=\left((-1)^{t} \cdot 2^{19}, ?, ?, * 2^{8}\right) \cdots \cdots(2)
$$

If $K_{2}$ doesn't satisfy three conditions corresponding to the initial value in Table 8 and 9 , the equation (2) holds with the probability $2^{-64}$. Therefore, when $K_{1}$ is given and $K_{1}$ satisfies two conditions in Table 6 and 7 , if there exists a ( $M, M^{\prime}$ ) pair (among $2^{22}\left(M^{\prime}, M\right)$ pairs) satisfying the above relation $\left.\alpha_{1} \rightarrow \Delta K_{1} \beta_{1}\right)$ such
that NMAC-MD4 $\left(M^{\prime}\right)-$ NMAC-MD4 $(M)=\left((-1)^{t} \cdot 2^{19}, ?, ?, * 2^{8}\right)$, we can know that $K_{2}$ satisfies three conditions in Table 8 and 9 , that is, we can recover three bits of $K_{2}$ with the probability $2^{-3}$. From the equation (2), we can also get the value of $t$ which is one bit of $K_{2}$. Therefore, we can recover four bits of $K_{2}$ in total.

Remark 1. Fouque, Leurent and Nguyen [4] had to simulate coMD4 $2^{64} \cdot \frac{1}{22}$ times (which is based on the birthday attack complexity) in order to get ( $M, M^{\prime}$ ) such that $g\left(\operatorname{coMD} 4\left(K_{1}, M^{\prime}\right)\right)-g\left(\operatorname{coMD} 4\left(K_{1}, M\right)\right)$ is same as the message difference according to a path among their twenty-two paths. On the other hands, as we said above, in the related-key setting we can find ( $M, M^{\prime}$ ) very easily with the path in Table 4 and 5 such that $g\left(\operatorname{coMD} 4\left(K_{1}, M^{\prime}\right)\right)-g\left(\operatorname{coMD} 4\left(K_{1}, M\right)\right)$ is same as the message difference according to the path in Table 8 and 9 . This means that the attack method based on differential paths is more powerful than that based on collision-inducing differential paths.

## 5 Conclusion

In this paper, we described how differential paths of a hash function influence the security of schemes based on the hash function. Good differential paths can be used to reduce the security of schemes based hash functions. It seems that finding good differential paths with a high probability is easier than finding a collision-inducing differential path with a high probability. Our results show that good hash function should have the property that it is difficult to find any good differential path with a high probability. Full key-recovery attacks on APOP-MD4 and NMAC-MD4 with using ideas explained in this paper are future works.
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## Appendix

### 5.1 New MD4 Differential Path I

In this subsection, we propose a new MD4 differential path I which has a specific output difference. Our proposed differential path has four conditions corresponding from step 16 to step 48. This is smaller than the number of conditions of any other known paths. Table 3 shows the differences between our path and previous known paths. Table 4 and 5 show our new MD4 differential path I and

Table 3. The Comparison of the Numbers of Conditions of MD4

|  | Step $14 \sim 48$ | Step $15 \sim 48$ | Step $16 \sim 48$ | Step $17 \sim 48$ |
| :---: | :---: | :---: | :---: | :---: |
| Wang et al. $[12]$ | 43 | 37 | 31 | 25 |
| Yu et al. $[17]$ | 44 | 42 | 40 | 38 |
| Sasaki et al. $[10]$ | 29 | 22 | 16 | 12 |
| Table 4 and 5 in Our paper | 6 | 5 | 4 | 4 |

conditions corresponding to the initial value and the updated values. Here, $M$ and $M^{\prime}$ are 512 -bit. The notations in Table 4 and 5 were already described in
section $2.2^{i}$ in the following statements 1) and 2) means $i$ multiples of two.

1) The relation between $M$ and $M^{\prime}: m_{1}^{\prime}-m_{1}=-2^{4}, m_{4}^{\prime}-m_{4}=2$ and $m_{i}^{\prime}=m_{i}$ for $i \neq 1,4$.
2) The output difference : $\operatorname{coMD} 4\left(I V, M^{\prime}\right)-\operatorname{coMD} 4(I V, M)=\left(2^{4}, ?, ?, ?\right)$.

### 5.2 New MD4 Differential Path II-A

Table 6 and 7 show our new MD4 differential path II-A and conditions corresponding to the initial value and the updated values. Here, $M$ and $M^{\prime}$ are 512 -bit. The notations in Table 6 and 7 were already described in section $2.2^{i}$ in the following statements 1 ), 2) and 3 ) means $i$ multiples of two.

1) The relation between $M$ and $M^{\prime}: m_{1}^{\prime}-m_{1}=* 2^{31}, m_{i}^{\prime}=m_{i}$ for $i \neq 1$.
2) The difference of initial values : $I V^{\prime}-I V=\left(* 2^{31}, 0,0,-2^{28}\right)$,
and the 29 th bit of the forth word of $I V$ is ' 1 '.
3) The output difference : coMD4 $\left(I V, M^{\prime}\right)-\operatorname{coMD} 4(I V, M)=\left(* 2^{31}, 0,0,-2^{28}\right)$.

### 5.3 New MD4 Differential Path II-B

Table 8 and 9 show our new MD4 differential path II-B and conditions corresponding to the initial value and the updated values. Here, $M$ and $M^{\prime}$ are 512 -bit. The notations in Table 8 and 9 were already described in section $2.2^{i}$ in the following statements 1 ), 2) and 3 ) means $i$ multiples of two. $\pm$ means 'all are + ' or 'all are -'. In Table 9, all $t$ 's are 1 or 0 .

1) The relation between $M$ and $M^{\prime}: m_{1}^{\prime}-m_{1}=* 2^{31}, m_{4}^{\prime}-m_{4}=-2^{28}$, and $m_{i}^{\prime}=m_{i}$ for $i \neq 1,4$.
2) The difference of initial values : $I V^{\prime}-I V=\left(* 2^{31}+(-1)^{t} \cdot 2^{19}, 2^{28}, 0,0\right)$, and the 29 th bit of the second word of $I V$ is ' 0 ' and the 20th bit of the first word of $I V$ is ' $t$ '.
3) The output difference : $\operatorname{coMD} 4\left(I V, M^{\prime}\right)-\operatorname{coMD} 4(I V, M)=\left((-1)^{t} \cdot 2^{19}, ?, ?, * 2^{8}\right)$.

Table 4. New MD4 Differential Path I : $i$ is any value.

| Step | Output Diff. of Bool. Func. | Diff. of Message Word | Diff. of Updated Value |
| :--- | :--- | :--- | :--- |


|  |  |  | $\Delta A_{0}$ |
| :---: | :---: | :---: | :---: |
| 1 |  | -5 | $\Delta A_{1}=-8$ |
| 2 |  |  | $\Delta A_{2}$ |
| 3 |  |  | $\Delta A_{3}$ |
| 4 |  | 2 | $\Delta A_{4}=21^{9}$ |
| 5 | 28 |  | $\Delta A_{5}=31^{2},-11^{1}$ |
| 6 |  |  | $\Delta A_{6}$ |
| 7 | -29,-32 |  | $\Delta A_{7}=-8,11$ |
| 8 |  |  | $\Delta A_{8}=8$ |
| 9 | 11 |  | $\Delta A_{9}=2^{10}$ |
| 10 |  |  | $\Delta A_{10}$ |
| 11 | 8,-11 |  | $\Delta A_{11}$ |
| 12 | -8 |  | $\Delta A_{12}$ |
| 13 |  |  | $\Delta A_{13}=5$ |
| 14 |  |  | $\Delta A_{14}$ |
| 15 |  |  | $\Delta A_{15}$ |
| 16 |  |  | $\Delta A_{16}$ |
| 17 |  | -5 | $\Delta A_{17}$ |
| 18 |  |  | $\Delta A_{18}$ |
| : | : | ! | ! |
| 27 |  |  | $\Delta A_{27}$ |
| 28 |  |  | $\Delta A_{28}$ |
| 29 |  | 2 | $\Delta A_{29}=5$ |
| 30 |  |  | $\Delta A_{30}$ |
| 31 |  |  | $\Delta A_{31}$ |
| 32 |  |  | $\Delta A_{32}$ |
| 33 |  | -5 | $\Delta A_{33}$ |
| 34 |  |  | $\Delta A_{34}$ |
| 35 |  |  | $\Delta A_{35}$ |
| 36 |  |  | $\Delta A_{36}$ |
| : | $\vdots$ | : | ! |
| 41 |  |  | $\Delta A_{41}$ |
| 42 |  |  | $\Delta A_{42}$ |
| 43 |  |  | $\Delta A_{43}$ |
| 44 |  |  | $\Delta A_{44}$ |
| 45 |  | 2 | $\Delta A_{45}$ |
| 46 | ? |  | $\Delta A_{46}=$ ? |
| 47 | ? |  | $\Delta A_{47}=$ ? |
| 48 | ? |  | $\Delta A_{48}=$ ? |
|  |  |  | $\Delta\left(A_{-3}+A_{45}\right)=5^{i}$ |
|  |  |  | $\Delta\left(A_{0}+A_{48}\right)=$ ? |
|  |  |  | $\Delta\left(A_{-1}+A_{47}\right)=$ ? |
|  |  |  | $\Delta\left(A_{-2}+A_{46}\right)=$ ? |

Table 5. Conditions of New MD4 Differential Path I : $i$ is any value.

| Step | Updated Value | $32 \sim 25$ | $24 \sim 17$ | $16 \sim 9$ | $8 \sim 1$ | $\begin{array}{c\|} \sharp \text { of } \\ \text { Conditions } \end{array}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $A_{0}$ |  |  |  | a | 1 |
| 1 | $A_{1}=-8$ |  |  |  | 1 | 1 |
| 2 | $A_{2}$ | 1 |  |  | 0 | 2 |
| 3 | $A_{3}$ | a a 0 a a a | a a a a |  | 1 | 11 |
| 4 | $A_{4}=21^{9}$ | a a 011111 | 1111 | a a | a | 15 |
| 5 | $A_{5}=31^{2},-11^{1}$ | 11000000 | 0000 | 10 | $0 \quad 0$ | 16 |
| 6 | $A_{6}$ | 10101111 | 1111 | 00 | $0 \quad 0$ | 16 |
| 7 | $A_{7}=-8,11$ | 11 |  | 10 | 11 <br> 1 | 6 |
| 8 | $A_{8}=8$ |  |  | a 1 a a 0 | 0 a a a a a a | 11 |
| 9 | $A_{9}=2^{10}$ |  |  | 0111 | 1111111 | 11 |
| 10 | $A_{10}$ |  |  | 0100 | 0000000 | 11 |
| 11 | $A_{11}$ |  |  | 11110 | 0111111 | 11 |
| 12 | $A_{12}$ |  |  |  | a | 1 |
| 13 | $A_{13}=5$ |  |  |  | 0 | 1 |
| 14 | $A_{14}$ |  |  |  | 0 |  |
| 15 | $A_{15}$ |  |  |  | 1 | 1 |
| 16 | $A_{16}$ |  |  |  |  |  |
| 17 | $A_{17}$ |  |  |  |  |  |
| 18 | $A_{18}$ |  |  |  |  |  |
| $\vdots$ | $\vdots$ | $\vdots$ | ; | $\vdots$ | $\vdots$ | $\vdots$ |
| 27 | $A_{27}$ |  |  |  |  |  |
| 28 | $A_{28}$ |  |  |  | a | 1 |
| 29 | $A_{29}=5$ |  |  |  | 0 | 1 |
| 30 | $A_{30}$ |  |  |  | b | 1 |
| 31 | $A_{31}$ |  |  |  | a | 1 |
| 32 | $A_{32}$ |  |  |  |  |  |
| 33 | $A_{33}$ |  |  |  |  |  |
| 34 | $A_{34}$ |  |  |  |  |  |
| 35 | $A_{35}$ |  |  |  |  |  |
| 36 | $A_{36}$ |  |  |  |  |  |
| $\vdots$ | $\vdots$ | ! | ! | ; | ! | : |
| 41 | $A_{41}$ |  |  |  |  |  |
| 42 | $A_{42}$ |  |  |  |  |  |
| 43 | $A_{43}$ |  |  |  |  |  |
| 44 | $A_{44}$ |  |  |  |  |  |
| 45 | $A_{45}$ |  |  |  |  |  |
| 46 | $A_{46}=$ ? | ? ? ? ? ? ? ? ? | ? ? ? ? ? ? ? ? | ? ? ? ? ? ? ? ? | ?? ? ? ? ? ? |  |
| 47 | $A_{47}=$ ? | ? ? ? ? ? ? ? ? | ? ? ? ? ? ? ? ? ? | ? ? ? ? ? ? ? ? | ? ? ? ? ? ? ? ? |  |
| 48 | $A_{48}=$ ? | ? ? ? ? ? ? ? ? | ? ? ? ? ? ? ? ? ? | ? ? ? ? ? ? ? $?$ | ? ? ? ? ? ? ? |  |
|  | $A_{-3}+A_{45}=5^{2}$ |  |  |  |  |  |
|  | $A_{0}+A_{48}=$ ? | ? ? ? ? ? ? ? ? | ? ? ? ? ? ? ? ? ${ }^{\text {? }}$ | ? ? ? ? ? ? ? ? | ? ? ? ? ? ? ? ? |  |
|  | $A_{-1}+A_{47}=$ ? | ? ? ? ? ? ? ? ? | ? ? ? ? ? ? ? ? ? | ? ? ? ? ? ? ? ? | ? ? ? ? ? ? ? |  |
|  | $A_{-2}+A_{46}=$ ? | ? ? ? ? ? ? ? ? | ? ? ? ? ? ? ? ? | ? ? ? ? ? ? ? ? | ? ? ? ? ? ? ? |  |

Table 6. New MD4 Differential Path II-A

| Step | Output Diff. of Bool. Func. | Diff. of Message Word | Diff. of Updated Value |
| :---: | :---: | :---: | :---: |
|  |  |  | $\Delta A_{-3}=* 32$ |
|  |  |  | $\Delta A_{-2}=-29$ |
|  |  |  | $\Delta A_{-1}$ |
|  |  |  | $\Delta A_{0}$ |
| 1 |  | *32 | $\Delta A_{1}$ |
| 2 |  |  | $\Delta A_{2}=-4^{1}$ |
| 3 |  |  | $\Delta A_{3}$ |
| 4 |  |  | $\Delta A_{4}$ |
| 5 |  |  | $\Delta A_{5}$ |
| 6 |  |  | $\Delta A_{6}=-11^{16}$ |
| 7 |  |  | $\Delta A_{7}$ |
| 8 | 24 |  | $\Delta A_{8}=11$ |
| 9 | 14,26 |  | $\Delta A_{9}=29,17^{3}$ |
| 10 | 11,-17,-18,-19,20 |  | $\Delta A_{10}=24$ |
| 11 | -19 |  | $\Delta A_{11}=-30$ |
| 12 |  |  | $\Delta A_{12}=30$ |
| 13 |  |  | $\Delta A_{13}=32,20^{11}$ |
| 14 | -24 |  | $\Delta A_{14}$ |
| 15 | 30 |  | $\Delta A_{15}$ |
| 16 | -30 |  | $\Delta A_{16}$ |
| 17 |  | *32 | $\Delta A_{17}=23$ |
| 18 |  |  | $\Delta A_{18}$ |
| 19 |  |  | $\Delta A_{19}$ |
| 20 |  |  | $\Delta A_{20}$ |
| 21 |  |  | $\Delta A_{21}=26$ |
| 22 |  |  | $\Delta A_{22}$ |
| 23 |  |  | $\Delta A_{23}$ |
| 24 |  |  | $\Delta A_{24}$ |
| 25 |  |  | $\Delta A_{25}=29$ |
| 26 |  |  | $\Delta A_{26}$ |
| 27 |  |  | $\Delta A_{27}$ |
| 28 |  |  | $\Delta A_{28}$ |
| 29 |  |  | $\Delta A_{29}=32$ |
| 30 |  |  | $\Delta A_{30}$ |
| 31 |  |  | $\Delta A_{31}$ |
| 32 |  |  | $\Delta A_{32}$ |
| 33 |  | *32 | $\Delta A_{33}$ |
| $\vdots$ | $\vdots$ | ! | : |
| 48 |  |  | $\Delta A_{48}$ |
|  |  |  | $\Delta\left(A_{-3}+A_{45}\right)=* 32$ |
|  |  |  | $\Delta\left(A_{0}+A_{48}\right)$ |
|  |  |  | $\Delta\left(A_{-1}+A_{47}\right)$ |
|  |  |  | $\begin{array}{\|c\|} \hline \Delta\left(A_{-2}+A_{46}\right)=-29 \text { or }-29^{1} \text { or } \\ -29^{2} \text { or }-29^{3} \text { or }(29,30,31,32) \\ \hline \end{array}$ |

Table 7. Conditions of New MD4 Differential Path II-A

| Step | Updated Value | $32 \sim 25$ | $24 \sim 17$ | $16 \sim 9$ | $8 \sim 1$ | $\sharp$ of Conditions |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $A_{-3}=* 32$ |  |  |  |  |  |
|  | $A_{-2}=-29$ | 1 |  |  |  | 1 |
|  | $A_{-1}$ |  |  |  |  |  |
|  | $A_{0}$ | 1 |  |  |  | 1 |
| 1 | $A_{1}$ |  |  |  | a a | 2 |
| 2 | $A_{2}=-4^{1}$ |  |  |  | 10 | 2 |
| 3 | $A_{3}$ |  |  |  | 00 | 2 |
| 4 | $A_{4}$ |  |  |  | 11 | 2 |
| 5 | $A_{5}$ | a a a | a a a a a a a a | a a a a a a |  | 17 |
| 6 | $A_{6}=-11^{16}$ | 1000 | 00000000 | 000000 |  | 17 |
| 7 | $A_{7}$ | 000 | 10000000 | 000000 |  | 17 |
| 8 | $A_{8}=11$ | a 101 | 11111111 | 110110 |  | 18 |
| 9 | $A_{9}=29,17^{3}$ | 0 | a 0111 | 1 |  | 7 |
| 10 | $A_{10}=24$ | 00 | $0 \quad 0100$ | 1 |  | 8 |
| 11 | $A_{11}=-30$ | 11 | $0 \quad 1111$ |  |  | 7 |
| 12 | $A_{12}=30$ | a a 0 a a a a a | 1 a a a a |  |  | 13 |
| 13 | $A_{13}=32,20^{11}$ | 00111111 | 11111 |  |  | 13 |
| 14 | $A_{14}$ |  | 00000 |  |  | 13 |
| 15 | $A_{15}$ | 11011111 | 11111 |  |  | 13 |
| 16 | $A_{16}$ |  | a |  |  | 1 |
| 17 | $A_{17}=23$ |  | 0 |  |  | 1 |
| 18 | $A_{18}$ |  | b |  |  | 1 |
| 19 | $A_{19}$ |  | a |  |  |  |
| 20 | $A_{20}$ | a |  |  |  | 1 |
| 21 | $A_{21}=26$ | 0 |  |  |  | 1 |
| 22 | $A_{22}$ | b |  |  |  | 1 |
| 23 | $A_{23}$ | a |  |  |  | 1 |
| 24 | $A_{24}$ | a |  |  |  | , |
| 25 | $A_{25}=29$ | 0 |  |  |  | 1 |
| 26 | $A_{26}$ | b |  |  |  | 1 |
| 27 | $A_{27}$ | a |  |  |  | 1 |
| 28 | $A_{28}$ | a |  |  |  | 1 |
| 29 | $A_{29}=32$ | 0 |  |  |  | 1 |
| 30 | $A_{30}$ | b |  |  |  | 1 |
| 31 | $A_{31}$ | a |  |  |  | 1 |
| 32 | $A_{32}$ |  |  |  |  |  |
| 33 | $A_{33}$ |  |  |  |  |  |
| $\vdots$ | ! | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ |
| 48 | $A_{48}$ |  |  |  |  |  |
|  | $A_{-3}+A_{45}=* 32$ |  |  |  |  |  |
|  | $A_{0}+A_{48}$ |  |  |  |  |  |
|  | $A_{-1}+A_{47}$ |  |  |  |  |  |
|  | $A_{-2}+A_{46}=$ -29 or $-29^{1}$ or $-29^{2}$ or $-29^{3}$ or $(29,30,31,32)$ |  |  |  |  |  |

Table 8. New MD4 Differential Path II-B : $i$ and $j$ are any value.

| Step | Output Diff. of Bool. Func. | Diff. of Message Word | Diff. of Updated Value |
| :---: | :---: | :---: | :---: |
|  |  |  | $\Delta A_{-3}=* 32,(-1)^{t} \cdot 20$ |
|  |  |  | $\Delta A_{-2}$ |
|  |  |  | $\Delta A_{-1}$ |
|  |  |  | $\Delta A_{0}=29$ |
| 1 |  | *32 | $\Delta A_{1}=(-1)^{t} \cdot 23$ |
| 2 |  |  | $\Delta A_{2}$ |
| 3 |  |  | $\Delta A_{3}$ |
| 4 |  | -29 | $\Delta A_{4}$ |
| 5 |  |  | $\Delta A_{5}=(-1)^{t} \cdot 26$ |
| 6 |  |  | $\triangle_{6}$ |
| 7 |  |  | $\Delta A_{7}$ |
| 8 |  |  | $\Delta A_{8}$ |
| 9 |  |  | $\Delta A_{9}=(-1)^{t} \cdot 29$ |
| 10 |  |  | $\Delta A_{10}$ |
| 11 |  |  | $\Delta A_{11}$ |
| 12 |  |  | $\Delta A_{12}$ |
| 13 |  |  | $\Delta A_{13}=(-1)^{t} \cdot 32$ |
| 14 |  |  | $\Delta A_{14}$ |
| 15 |  |  | $\Delta A_{15}$ |
| 16 |  |  | $\Delta A_{16}$ |
| 17 |  | *32 | $\Delta A_{17}$ |
| 18 |  |  | $\Delta A_{18}$ |
| $\vdots$ | $\vdots$ | ! | : |
| 27 |  |  | $\Delta A_{27}$ |
| 28 |  |  | $\Delta A_{28}$ |
| 29 |  | -29 | $\Delta A_{29}=-32$ |
| 30 |  |  | $\Delta A_{30}$ |
| 31 |  |  | $\Delta A_{31}$ |
| 32 |  |  | $\Delta A_{32}$ |
| 33 |  | *32 | $\Delta A_{33}$ |
| 34 |  |  | $\Delta A_{34}$ |
| 35 |  |  | $\Delta A_{35}$ |
| $\vdots$ | $\vdots$ | $\vdots$ | : |
| 43 |  |  | $\Delta A_{43}$ |
| 44 |  |  | $\Delta A_{44}$ |
| 45 |  | -29 | $\Delta A_{45}=-32$ |
| 46 | *32 |  | $\Delta A_{46}=* 9$ |
| 47 | ? |  | $\Delta A_{47}=$ ? |
| 48 | ? |  | $\Delta A_{48}=$ ? |
|  |  |  | $\Delta\left(A_{-3}+A_{45}\right)=(-1)^{t} \cdot 20^{i}$ |
|  |  |  | $\Delta\left(A_{0}+A_{48}\right)=$ ? |
|  |  |  | $\Delta\left(A_{-1}+A_{47}\right)=$ ? |
|  |  |  | $\Delta\left(A_{-2}+A_{46}\right)=* 9^{j}$ |

Table 9. Conditions of New MD4 Differential Path II-B : all t's are same. $i$ is any value.

| Step | Updated Value | $32 \sim 25$ | $24 \sim 17$ | $16 \sim 9$ | $8 \sim 1$ | \# of Con -ditions |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $A_{-3}=* 32,(-1)^{t} \cdot 20$ |  | t |  |  |  |
|  | $A_{-2}$ |  |  |  |  |  |
|  | $A_{-1}$ | a |  |  |  | 1 |
|  | $A_{0}=29$ | 0 | a |  |  | 2 |
| 1 | $A_{1}=(-1)^{t} \cdot 23$ | 0 | t |  |  | 2 |
| 2 | $A_{2}$ | 1 | 0 |  |  | 2 |
| 3 | $A_{3}$ |  | 1 |  |  | 1 |
| 4 | $A_{4}$ | a |  |  |  | 1 |
| 5 | $A_{5}=(-1)^{t} \cdot 26$ | t |  |  |  | 1 |
| 6 | $A_{6}$ | 0 |  |  |  | 1 |
| 7 | $A_{7}$ | 1 |  |  |  | 1 |
| 8 | $A_{8}$ | a |  |  |  | 1 |
| 9 | $A_{9}=(-1)^{t} \cdot 29$ | t |  |  |  | 1 |
| 10 | $A_{10}$ | 0 |  |  |  | 1 |
| 11 | $A_{11}$ | 1 |  |  |  | 1 |
| 12 | $A_{12}$ | a |  |  |  | 1 |
| 13 | $A_{13}=(-1)^{t} \cdot 32$ | t |  |  |  | 1 |
| 14 | $A_{14}$ | 0 |  |  |  | 1 |
| 15 | $A_{15}$ | 1 |  |  |  | 1 |
| 16 | $A_{16}$ |  |  |  |  |  |
| 17 | $A_{17}$ |  |  |  |  |  |
| 18 | $A_{18}$ |  |  |  |  |  |
| $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | : |
| 27 | $A_{27}$ |  |  |  |  |  |
| 28 | $A_{28}$ | a |  |  |  | 1 |
| 29 | $A_{29}=-32$ | 1 |  |  |  | 1 |
| 30 | $A_{30}$ | b |  |  |  | 1 |
| 31 | $A_{31}$ | a |  |  |  | 1 |
| 32 | $A_{32}$ |  |  |  |  |  |
| 33 | $A_{33}$ |  |  |  |  |  |
| 34 | $A_{34}$ |  |  |  |  |  |
| 35 | $A_{35}$ |  |  |  |  |  |
| $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | : |
| 43 | $A_{43}$ |  |  |  |  |  |
| 44 | $A_{44}$ |  |  |  |  |  |
| 45 | $A_{45}=-32$ | 1 |  |  |  | 1 |
| 46 | $A_{46}=* 9$ |  |  |  |  |  |
| 47 | $A_{47}=$ ? | ?? ? ? ? ? ? ? | ? ? ? ? ? ? ? ? | ? ? ? ? ? ? ? ? | ?? ? ? ? ? ? ? |  |
| 48 | $A_{48}=$ ? | ? ? ? ? ? ? ? ? | ? ? ? ? ? ? ? | ? ? ? ? ? ? ? | ? ? ? ? ? ? ? |  |
|  | $\begin{aligned} & A_{-3}+A_{45}= \\ & =(-1)^{t} \cdot 20^{i} \end{aligned}$ |  |  |  |  |  |
|  | $A_{0}+A_{48}=$ ? | ? ? ? ? ? ? ? ? | ? ? ? ? ? ? ? ? | ? ? ? ? ? ? ? ? | ? ? ? ? ? ? ? ? |  |
|  | $A_{-1}+A_{47}=$ ? | ? ? ? ? ? ? ? ? | ? ? ? ? ? ? ? ? | ? ? ? ? ? ? ? ? | ? ? ? ? ? ? ? |  |
|  | $A_{-2}+A_{46}=* 9^{J}$ |  |  |  |  |  |

