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Abstract
Extensive studies have been made of the Secret Sharing Scheme (SSS). In this paper new classes of SSS, referred to as K-SSS, K₂-SSS, K₃-SSS and K₄-SSS are presented on the basis of recovering algorithm, K-RA. As an application, we shall also present a method for the recovering of secret informations learned only by heart, based on a particular class of K-SSS, K₃-SSS.

1 Introduction
Extensive studies have been made of the Secret Sharing Scheme (SSS) [1, 2, 3, 4, 5, 6, 7]. The idea of SSS was independently proposed by Shamir [1] and Blakely [2]. Shamir constructed SSS based on a polynomial by letting the constant term of the polynomial be the secret and remaining coefficients, random numbers. McEliece and Sarwate generalized the Shamir’s Scheme, referred to as S-SSS, in terms of Reed-Solomon codes [3, 4]. We shall refer to this scheme due to McEliece and Sarwate as MS-SSS.

In this paper, we present a method of applying the recovering algorithm referred to as K-RA [7, 8] to MS-SSS. We then propose a generalized version of MS-SSS using the recovering algorithm, K-RA. We shall refer to the generalized version as K-SSS for short and present 4 classes of K-SSS, i.e., general K-SSS, K₂-SSS, K₃-SSS and K₄-SSS. We shall also present a method for the recovering of secret informations learned only by heart, based on K₃-SSS.

2 Preliminaries
Let us define the following symbols:
\{s_i\} : Set of secrets over \(F_{2^m}\).
\{r_i\} : Set of random numbers over \(F_{2^m}\).
\{g_i\} : Set of check symbols of \((n,k)\)RS code over \(F_{2^m}\).
\(D(s_i)\) : Dealer who wants to share secret \(s_i\).
\(U(r_i)\) : User who holds share \(r_i\).
\(U(g_i)\) : User who holds share \(g_i\).
\(H(s_i)\) : Size of secret \(s_i\) (in bits), entropy of \(s_i\).
\(H(r_i)\) : Size of random number \(r_i\) (in bits), entropy of \(r_i\).
\#A : Order of set \(A\).
In this paper, we first assume that the number of secret \( \{s_i\}, \#\{s_i\} \) is only one. A method of a generalization of our scheme so that \( \#\{s_i\} \) may take on a larger value than one will be described in Sections 4 and 5.

Based on MS-SSS, let us define the following vector \( \mathbf{f} \) and the polynomial \( f(X) \):

\[
\begin{align*}
\mathbf{f} &= (s_1, r_1, \cdots, r_{k-1}), \\
f(X) &= s_1 + r_1 X + \cdots + r_{k-1} X^{k-1}.
\end{align*}
\]

Regarding \( f(X) \) as if it were a message vector, we construct a codeword of \((n,k)\)RS code where the generator polynomial \( G(X) \) is given by the polynomial of degree \( d \) over \( \mathbb{F}_q \).

Let us denote the constructed codeword by the following vector \( \mathbf{v} \) and \( v(X) \):

\[
\begin{align*}
\mathbf{v} &= (g_1, g_2, \cdots, g_d, s_1, r_1, r_2, \cdots, r_{k-1}), \\
v(X) &= g(X) + f(X)X^d.
\end{align*}
\]

We shall refer to \( \mathbf{v} \) as characteristic vector.

The check symbols \( g_1, g_2, \cdots, g_d \) of the codeword for the given \( f(X) \) is given as

\[
f(X)X^d \equiv g(X) \mod G(X),
\]

where \( g(X) \) is given by

\[
g(X) = g_1 + g_2 X + \cdots + g_d X^{d-1}.
\]

**Remark 1:** As we have shown in Eq. (3), the codeword \( \mathbf{v} \) is given by a systematic form in a sharp contrast with the codeword in a nonsystematic form given by Refs. [3] and [4]. It is evident that the generator polynomials cannot be kept secure even if the codeword if RS code is given by the nonsystematic form.

### 3 Secret Recovering Algorithm [7, 8]

#### 3.1 Distributing of Shares

In the following, we shall describe a method for the distributing of the shares in a form of the describing of an algorithm, for an easy understanding.

[Algorithm 1]

**Step 1:** Dealer \( D(s_1) \) constructs the following codeword (the characteristic vector) of \((n,k)\)RS code given by Eq.(3):

\[
\mathbf{v} = (g_1, g_2, \cdots, g_d, s_1, r_1, r_2, \cdots, r_{k-1})
\]

**Step 2:** Dealer \( D(s_1) \) secretly distributes \( r_i \) to User \( U(r_i) \), \( i = 1, \cdots, k-1 \) and \( g_i \) to User \( U(g_i) \), \( i = 1, \cdots, d \), secretly.

We now assume the following:

**S1:** Dealer \( D(s_1) \) deletes the secret \( s_1 \) completely.

**S2:** Dealer \( D(s_1) \) keeps the set of locations \( \{i, j\} \) of \( \{r_i, g_j\} \) and the generator polynomial \( G(x) \) of \((n,k)\)RS code, in an appropriate method so that they may not be lost.

**S3:** Dealer \( D(s_1) \) asks frequently for the users \( U(r_i) \) and \( U(g_i) \) to cooperate for the recovering of the secret \( s_1 \), while the users keep shares unaltered for a long period, unless something should happen in their shares.

\[ \square \]
3.2 Secret Recovering Algorithm (K-RA)

The following algorithm is due to the method given in Refs.[7] and [8]. We shall refer to this algorithm as K-Recovering Algorithm or K-RA for short. We also assume for simplicity, that $D(s_i)$ wishes to recover his secret $s_i$.

In the following algorithm, Steps 7 through 10, the sendings of $y_i$ and $\tilde{y}_i$ to $D(s_1)$ are not required to be performed in a secure manner. In order to clearly show this advantage, we shall describe that Steps 7 through 10 are performed in a public.

[Algorithm 2 (K-RA)]

Step 1: Because $D(s_1)$ deleted the secret $s_1$, and remembers nothing, $D(s_1)$ estimates the value of $s_1, \tilde{s}_1$, in a totally random manner.

Step 2: Dealer $D(s_1)$ calculates

$$
(s_1 + x_1)X^d \equiv s_{11} + s_{12}X + \cdots + s_{1d}X^{d-1} \mod G(X),
$$

where $x_1$ is a random number to keep $s_1$ be secret.

Step 3: Dealer $D(s_1)$ secretly sends $s_{ij}$ to $U(g_j), j = 1, \cdots, d$.

Step 4: User $U(r_i)$ calculates

$$(r_i + y_i)X^{d+i} \equiv r_{i1} + r_{i2}X + \cdots + r_{id}X^{d-1} \mod G(X),$$

where $y_i$ is a random number to keep $r_i$ be secret.

Step 5: User $U(r_i)$ secretly sends $r_{ij}$ to User $U(g_j), j = 1, \cdots, d$.

Step 6: User $U(g_j)$ calculates

$$g_j = s_{ij} + r_{1j} + r_{2j} + \cdots + r_{k-1,j}.$$  

Step 7: Dealer $D(s_1)$ publicizes $x_1$.

Step 8: User $U(r_i)$ publicizes $y_i$.

Step 9: User $U(g_j)$ publicizes $y_i + \tilde{y}_i = \tilde{y}_i$.

Step 10: The following vector $v'$ is publicized:

$$v' = (g_1, \tilde{g}_2, \cdots, \tilde{g}_d, x_1, y_1, \cdots, y_{k-1}).$$

Step 11: Based on the publicized $v'$, Dealer $D(s_1)$ is able to know the error value of $e_1 = s_1 + \tilde{s}_1$ on the symbol $x_1$. With this knowledge, the secret $s_1$ can be recovered as follows:

$$s_1 = \tilde{s}_1 + e_1.$$  

Remark 2: No information on $s_1$ or any element of $\{r_i\}$ is disclosed, because the random number $x_1$ and $\{y_i\}$ are added on $s_1$ and on the elements of $\{r_i\}$. However it should be reminded that the coefficients $s_{1j}, r_{ij}, r_{2j}, \cdots, r_{k-1,j}$ are required to be kept secret in order to let $g_j$ be secret.
Remark 3 (Point of K-RA): The most important point regarding K-RA can be summarized as follows. Namely, it takes advantage of the fact that the following vector $v''$ is a codeword of $(n,k)$ RS code when there exists no errors in $\{r_i\}$ and $\{g_i\}$:

$$v'' = (g_1, g_2, \ldots, g_d, s_1 + s_1 + x_1, y_1, \ldots, y_{k-1}).$$  \hfill (12)

Thus one cannot know any secret from the publicized vector $v'$ given by Eq.(10).

The idea of K-RA seems very simple. However, the present author believes that the idea is solely originated in careful investigations on the decoding mechanism of error correcting code.

\[\Box\]

**Theorem 1:** When there exist $\tau$ errors in shares $\{r_i\}$ and check symbols $\{g_i\}$, it is possible to correct these erroneous symbols provided that the following relation holds:

$$1 + 2\tau \leq d.$$  \hfill (13)

\[\Box\]

**Theorem 2:** No information on $s_1$, $\{r_i\}$ or $\{g_i\}$ is disclosed when using Algorithm 2(K-RA).

From Theorems 1 and 2, we see that, using K-RA, it is possible to recover $s_1$ without disclosing not only $s_1$ but also $\{r_i\}$ and $\{g_i\}$, based on the vector $v'$ that can be publicized without deteriorating any security level, even if some of the shares have errors.

\[\Box\]

**Remark 4:** In our proposed secret recovering algorithm, K-RA, each cooperative user publicizes only a random data for the recovering of the secret $s_1$, whenever asked to cooperate for the recovering. Dealer $D(s_1)$ is able to recover his or her secret only from the public data, $v'$. Dealer is also able to know exactly that some of the shares are erroneous and is able to replace them by the correct shares.

\[\Box\]

4 A Generalized Scheme of MS-SSS

In this section, we shall present a generalized scheme of MS-SSS, K-SSS, assuming that we shall use K-RA.

In K-SSS, we assume the existence of a group of $\lambda$ independent dealers $\{D(s_i)\}$. We assume that no dealer conspire with any other dealers in order to disclose the secrets $\{s_i\}$. We also assume the existence of a group $\{U(r_i)\}$ of $\mu$ cooperative users. Our scheme is very general in a sense that $D(s_i)$ can take the role of several $U(r_i)$'s.

In K-SSS, the characteristic vector $v$ of Eq.(3) is generalized to vector $\vec{v}$ as

$$\vec{v} = (g_d; s_\lambda; r_\mu),$$  \hfill (14)

where $g_\lambda$, $s_\lambda$ and $r_\mu$ are

$$g_d = (g_1, g_2, \ldots, g_d),$$  \hfill (15)

$$s_\lambda = (s_1, s_2, \ldots, s_\lambda),$$  \hfill (16)

and

$$r_\mu = (r_1, r_2, \ldots, r_\mu),$$  \hfill (17)

respectively.

By deleting $n - \epsilon$ components of $v = (v_1, v_2, \ldots, v_n)$, let us construct the following punctured vector $\vec{v}_\epsilon$:

$$\vec{v}_\epsilon = (\vec{v}_1, \vec{v}_2, \ldots, \vec{v}_\epsilon),$$  \hfill (18)

where $\vec{v}_\epsilon$ is a component of $v$.

Let us assume the followings:

**Assumption 1:** Entropy of $s_i \in F_{2^m}, H(s_i)$, takes on the same value of $H(s_i) = m$ (bits).  \hfill $\Box$
Assumption 2: Conditional entropy of $H(s_i|s_j)$ satisfies $H(s_i|s_j) = H(s_i)$, for $i \neq j$.

Theorem 3: It is possible to recover $\lambda$ secrets correctly even if there exists $r$ erroneous shares in the set of shares $\{r_i\}$ and $\{g_i\}$, provided that the following relation holds:

$$\lambda + 2r \leq d.$$  

(19)

Theorem 4: By assuming that $\lambda = \mu = d$ and letting $\{r_i\} \cup \{g_i\}$ be denoted by $\{t_i\}$, we have

$$H(s_i|t_{\lambda+\varepsilon}) = (\lambda - \varepsilon)H(s)$$ for $\varepsilon \leq \lambda$.

(20)

From Theorem 4, we see that our scheme is a ramped scheme [9].

A different scheme of K-SSS where $r_i$ is generated not by $D(s_i)$ but by User $U(r_i)$ would prove to be another interesting SSS. A different new scheme will be referred to as K-SSS for short. In K-SSS, user $U(r_i)$ sends coefficients $\{r_{ij}\}$ of $r_iX^{d+i} \mod G(X)$ to User $U(g_i)$ in a similar manner as in Step 5 of Algorithm 2.

5 Particular Scheme of K-SSS

5.1 Preliminaries

In this section we shall present the following two particular classes of K-SSS where no $r$ is used.

K_{d,\lambda}: K-SSS where $d < \lambda$ holds.

K_{d,\lambda}: K-SSS where $d \geq \lambda$ holds.

We shall show that these classes yield interesting new classes of SSS.

5.2 K_{d,\lambda}

In K_{d,\lambda}, the characteristic vector $v_1$ is given by

$$v_1 = (g_1, g_2, \ldots, g_s, s_1, s_2, \ldots, s_{\lambda}), d < \lambda.$$  

(21)

Theorem 5: In $v_1$, the following relations hold:

$$H(s|g_d) = (\lambda - d)H(s).$$  

$$H(s|g_d) = H(s).$$

(22)

(23)

Remark 5: From the information theoretic view point, in this paper, it would be desirable to assume the using of an ideal error correcting codes that is not only the maximum distance separable(MDS) code but also the perfect code. When using such ideal error correcting code for any value of $m$ and $\lambda - d \geq 2$, $g_d$ can be publicized without deteriorating any security level on individual secret $s_i$, under Assumptions A1 and A2. However the perfect code over $F_{2^{2m}}$ has been left unconstructed. Thus the using of RS code, the maximum distance separable code, would be reasonable. Besides for $m \geq 160$, RS code can be used in a sufficiently secure manner as the perfect code[10, 11].

Let us denote the probability of estimating $s_\lambda$ correctly when $g_\lambda$ is given, by $P_c(s_\lambda|g_d)$.

Theorem 6: In K_{d,\lambda} over $F_{2^m}$, the probability $P_c(s_\lambda|g_d)$ is given by

$$P_c(s_\lambda|g_d) = 2^{-m(\lambda - d)}.$$  

(24)
**Corollary 1:** For any dealer, the probability $P_c(s_i | g_d)$ is given by

$$P_c(s_i | g_d) = 2^{-m(\lambda - d - 1)}. \quad (25)$$

From Theorem 6, we see that estimating $s_i$ correctly based on the publicized $g_d$ can be disregarded for $m \geq 100$ from the practical point of view. We also see that for $m = 160, \lambda - d = 2$ the estimating any secret from the publicized data is impractical.

We shall show that $K_1$-SSS over $F_2^{m}$ has an interesting application referred to as Forgotten Secret Recovering Problem (FSRP), which will be defined below.

**Definition 1:** FSRP (Forgotten Secret Recovering Problem): Each member of $\{D(s_i)\}$ keeps secrets $\{s_i\}$ in a completely secret manner. Therefore in such case, one of the ideal method would be to learn $s$ only by heart without storing $s$ in any form of physical memories. When by any chance, certain number of members of $\{D(s_i)\}$, $\{D(s_j)\}$ are not able to recall forgotten secrets, $\{s_j\}$, then other members, $\{D(s_j)\}$, assist for $\{D(s_i)\}$ to recover the forgotten secrets, $\{s_i\}$. In this cooperative work of the recovering of secrets, $\{s_i\}$, it is strictly required that no information on the secrets of all the members of Group $\{D(s_i)\}$ be disclosed even among the members of Group $\{D(s_i)\}$.

In usual daily life we remember several passwords, several phone-numbers whose total size itself exceeds 160 bits. Thus $K_1$-SSS over $F_2^{m}$ described above can be successfully used as one of the solutions for FSRP.

The proposed solution on FSRP yields the following advantages:

**A1:** $K_1$-SSS used for the solving of FSRP is optimum in a sense that the size of the public data $g_d$ takes on the theoretical minimum value of $m\tau$ (bits) for the recovering of any set of forgotten secrets of total size of $m\tau$ (bits).

**A2:** In our solution of using $K_1$-SSS with K-RA, public data, $g_d$, is used unchanged no matter how often the recovering of forgotten secrets are performed without disclosing any information on the secrets $\{s_i\}$.

**A3:** $K_1$-SSS is asymptotically optimum in a sense that the probability of the estimating $\{s_i\}$ correctly from the publicized data of the theoretically minimum size approaches rapidly to zero, in an exponential manner, as $m(\lambda - d)$ increases.

5.3 $K_1$-SSS

In $K_1$-SSS where $\lambda \leq d$ holds, the set $\{g_i\}$ is kept secret. Namely at least $d - \lambda + 2$ share holders of $\{U(g_i)\}$ should keep their secrets in a secret manner. We have the following theorem.

**Theorem 7:** In $K_1$-SSS, $\lambda$ secrets can be recovered correctly even when $\tau$ erroneous shares exist among $d$ shares, provided that the following relation holds:

$$\lambda + 2\tau \leq d. \quad (26)$$

**Remark 6:** In $K_1$-SSS, by cooperations of independent dealers $\{D(s_i)\}$, each dealer is able to construct more efficient SSS, provided that no dealer colludes with any other members for the disclosing of the secrets $\{s_i\}$.

**Example 1:** $K_1$-SSS over $F_2^{100}, d = 12, \lambda = 6$, using K-RA: Secrets $s_1, s_2, \ldots, s_6$ can be recovered successfully without disclosing any information on $\{s_i\}$ even if 3 erroneous shares exist among the collected 12 shares.
In Example 1, even if 5 dealers among 6 dealers \(\{D(s_i)\}\), collude, the remaining secret can be kept secret provided that shares \(\{g_i\}\) are kept secret. The probability of estimating the only one remaining share by 5 dealers in collusion is given by \(2^{-100} = 10^{-30}\), extremely small value.

We also see that in Example 1 on an average each dealer has two shares from which the dealer got no information on other dealer's secrets. On the other hand, if the dealer \(D(s_i)\) independently constructs \(K_i\)-SSS with the characteristic vector \((s_i,g_{i1},g_{i2})\), then in such scheme it becomes impossible to recover the secret correctly even when only one erroneous share exists.

6 Concluding Remark

We have presented a new class of Secret Sharing Scheme, \(K\)-SSS, \(K_i\)-SSS, \(K_j\)-SSS and \(K\)-SSS along with the recovering algorithm, \(K\)-RA. We have also presented a theoretically optimum method for the recovering of secret informations learned only by heart, based on \(K\)-SSS.

A new class of SSS referred to as \(K\)-SSS where the users \(\{U(r_i)\}\) generate their random numbers by themselves independently from the secret holders, is also suggested. Various interesting problems have been left for the future.

References