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#### Abstract

Differential and linear attacks are the most widely used cryptanalytic tools to evaluate the security of symmetric-key cryptography. Since the introduction of differential and linear attacks in the early 1990's, various variants of these attacks have been proposed such as the truncated differential attack, the impossible differential attack, the square attack, the boomerang attack, the rectangle attack, the differential-linear attack, the multiple linear attack, the nonlinear attack and the bilinear attack. One of the other widely used cryptanalytic tools is the related-key attack. Unlike the differential and linear attacks, this attack is based on the assumption that the cryptanalyst can obtain plaintext and ciphertext pairs by using different, but related keys.

This thesis provides several new combined differential, linear and related-key attacks, and shows their applications to block ciphers, hash functions in encryption mode and message authentication code (MAC) algorithms. The first part of this thesis introduces how to combine the differential-style, linear-style and related-key attacks: we combine them to devise the differential-nonlinear attack, the square-(non)linear attack, the related-key differential-(non)linear attack, the related-key boomerang attack and the related-key rectangle attack. The second part of this thesis presents some applications of the combined attacks to exiting symmetric-key cryptography. Firstly, we present their applications to the block ciphers SHACAL-1, SHACAL-2 and AES. In particular, we show that the differential-nonlinear attack is applicable to 32 -round SHACAL-2, which leads to the best known attack on SHACAL-2 that uses a single key. We also show that the related-key rectangle attack is applicable to the full SHACAL-1, 42-round SHACAL-2 and 10-round AES-192, which lead to the first known attack on the full SHACAL-1 and the best known attacks on SHACAL-2 and AES-192 that use related keys. Secondly, we exploit the related-key boomerang attack to present practical distinguishing attacks on the cryptographic hash functions MD4, MD5 and HAVAL in encryption mode. Thirdly, we show that the related-key rectangle attack can be used to distinguish instantiated HMAC and NMAC from HMAC and NMAC with a random function.


## Samenvatting

Differentiële en lineaire aanvallen zijn de meest gebruikte werktuigen van de cryptanalyse om de veiligheid van symmetrische-sleutel cryptografie te evalueren. Sinds de introductie van differentiële en lineaire aanvallen in de vroege jaren negentig, zijn verscheidene varianten van deze aanvallen geïntroduceerd, zoals de getrunceerde differentiële aanval, de onmogelijke differentiële aanval, de squareaanval, de boemerangaanval, de rechthoekaanval, de differentieel-lineaire aanval, de meervoudige lineaire aanval, de niet-lineaire aanval en de bilineaire aanval. Een van de andere vaak gebruikte werktuigen van de cryptanalyse is de verwante-sleutel aanval. Anders dan de differentiële en lineaire aanvallen, is deze aanval gebaseerd op de veronderstelling dat de cryptanalyst paren klaartekst en cijfertekst kan verkrijgen door het gebruiken van verschillende, maar gerelateerde sleutels.

Deze thesis brengt verscheidene nieuwe gecombineerde differentiële, lineaire en verwante-sleutel aanvallen aan, en toont hun toepassingen voor blokcijfers, hashfuncties in encryptiemode en algoritmes voor boodschapauthentiseringscodes (MAC). Het eerste deel van deze thesis introduceert hoe differentiële, lineaire en verwante-sleutel aanvallen gecombineerd kunnen worden: zo bekomen we de differentieel-niet-lineaire aanval, de square-(niet-)lineaire aanval, de verwantesleutel differentieel-(niet-)lineaire aanval, de verwante-sleutel boemerangaanval en de verwante-sleutel rechthoekaanval. Het tweede deel van deze thesis presenteert enkele toepassingen van de gecombineerde aanvallen op bestaande symmetri-sche-sleutel cryptografie. Eerst stellen we hun toepassing voor op de blokcijfers SHACAL-1, SHACAL-2 en AES. In het bijzonder tonen we dat de differentieel-niet-lineaire aanval toepasbaar is op SHACAL-2 met 32 rondes, wat leidt tot de best gekende aanval op SHACAL-2 die een enkele sleutel gebruikt. We tonen ook aan dat de verwante-sleutel rechthoekaanval toepasbaar is op de volledige SHACAL-1, SHACAL-2 met 42 rondes en AES met 10 rondes, wat leidt tot de eerst gekende aanval op de volledige SHACAL-1 en de best gekende aanvallen op SHACAL-2 en AES-192 die gerelateerde sleutels gebruiken. Ten tweede buiten we de verwante-sleutel boemerangaanval uit om praktisch onderscheidende aan-
vallen voor te stellen op de cryptografische hashfuncties MD4, MD5 en HAVAL in encryptiemode. Ten derde tonen we dat de verwante-sleutel rechthoekaanval gebruikt kan worden om geïnstantieerde HMAC en NMAC te onderscheiden van HMAC en NMAC met een willekeurige functie.
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## Chapter 1

## Introduction

### 1.1 Cryptography

We currently live in an information society. As information and communication technologies develop at an ever growing pace, the number of people who use these technologies on a day to day basis is also increasing. This development has brought substantial benefits but also introduced novel threats and vulnerabilities related to leakage of confidential information, the theft of identities and the unauthorized modification of data. This shows the need for the development of a reliable and trustworthy information infrastructure. This requires trustworthy systems and an essential building block for such systems is cryptography.

Cryptography is the study of mathematical techniques related to aspects of information security such as confidentiality, data integrity, entity authentication, and data origin authentication [97]. It makes extensive use of mathematics such as number theory, probability, statistics and combinatorics as well as of information theory, computational complexity and coding theory. There exist various cryptographic algorithms that provide confidentiality, data integrity and entity authentication services.

Confidentiality is a service for keeping the content of data from all but the authorized entities, so called Alice and Bob. This service makes it possible for Alice to send data to Bob such that no unauthorized entity can learn its content. Cryptographic primitives used to provide confidentiality are encryption and decryption algorithms. There are two types of algorithms: symmetric-key cryptography uses the same secret key for encryption and decryption, and asymmetric-key cryptography uses a public key for encryption and a private key for decryption. Asymmetric-key cryptography is also referred to as public-key cryptography (e.g., RSA [114] and ECC [79]). Symmetric-key cryptography for confidentiality en-
compasses block ciphers (e.g., DES [38] and AES [30]) and stream ciphers (e.g., RC4 [113]).

Data integrity is a service that detects the unauthorized alteration of data, which enables Alice to deliver information to Bob while Bob can check whether the information has been altered or not. Cryptographic tools or primitives that provide data integrity are hash functions (e.g., MD5 [112] and SHA-1 [41]), MAC algorithms (e.g., CBC-MAC [53] and HMAC [3]) and digital signature schemes (e.g., DSA [39] and RSA [114]). The former two belong to symmetric-key cryptography, while the latter belong to asymmetric-key cryptography (or public-key cryptography).

Entity authentication is a service that allows Bob to verify whether he is exchanging information with Alice or with someone else and whether Alice is taking actively part in this exchange. Entity authentication can be achieved through challenge-response protocols (e.g., Kerberos [100]), zero-knowledge protocols (e.g., Fiat-Shamir protocol [37]) and protocols for authenticated key agreement.

### 1.2 Cryptanalysis

Crytanalysis is the science of evaluating the security of ciphers. It is used by algorithm designers wishing to show that their ciphers are secure, or by attackers attempting to break them.

How can a designer show that a cipher is secure? One way is to show that the opponent cannot learn any new information on the plaintext from the ciphertext, even if the opponent has unlimited computational power. However, Shannon has shown in [118] that this kind of security (perfect information theoretic secrecy) requires that the secret key is at least as long as the plaintext, which is not practical for most applications. One could also try to show that finding information about the plaintext corresponds to solving a mathematical problem known to be hard. While this approach has had some success in asymmetric-key cryptography, no symmetric cryptographic scheme are known which are efficient and for which the security can be reduced to a well-established problem. In symmetric cryptography, the designer intends to demonstrate that the cipher resists all possible attacks. However, it is infeasible to check resistance to all kinds of possible attacks. As a countermeasure, the security of a cipher has been evaluated by checking its strength against the current state-of-the-art cryptanalysis. Hence, proposed ciphers have been able to win public confidence only if the designers have shown their resistance to known powerful and relevant attacks.

What does it mean to break a cipher (from the viewpoint of attackers)? A cipher can be considered broken if information is leaked on the plaintext from the ciphertext or if the secret key can be recovered more efficiently than by
exhaustive search. A cipher can even be considered to be broken if its outputs can be distinguished from those of a random cipher.

A strong cipher is secure even if the cryptanalyst knows the full description of the cipher except for the secret parameter, the key. This is a traditional assumption in cryptanalysis, called Kerckhoffs' principle. Under this principle, the cryptanalyst has access to the encryption box, the decryption box, or both of them, and only the key is unknown to him. It makes several following attack scenarios possible:

- ciphertext-only attack scenario - the cryptanalyst is assumed to learn only ciphertexts,
- known plaintext attack scenario - the cryptanalyst is assumed to learn plaintext and ciphertext pairs,
- chosen plaintext attack scenario - the cryptanalyst is assumed to choose plaintexts and get the corresponding ciphertexts,
- adaptive chosen plaintext and ciphertext attack scenario - the cryptanalyst is assumed to choose plaintexts, get the corresponding ciphertexts and then repeatedly choose additional ciphertexts (as a function of the output of the previous choices) and get the corresponding plaintexts.

Similarly, chosen ciphertext attack scenario and adaptive chosen ciphertext and plaintext attack scenario can be considered. Based on these attack scenarios, various attacks in symmetric-key cryptography have been proposed. In the following subsections, we briefly describe several important attacks. For this, we use an $n$-bit block cipher $E:\{0,1\}^{k} \times\{0,1\}^{n} \rightarrow\{0,1\}^{n}$ divided into $E=E^{f} \circ E^{0}$, denoted $E_{K}=E_{K}^{f}\left(E_{K}^{0}(P)\right)$, where $P$ is an $n$-bit plaintext, $K$ is a $k$-bit secret key, and $E^{0}, E^{f}$ and $E$ are all permutations on $n$ bits for each $k$-bit secret key (see Fig. 1.1 and for the definitions of a block cipher including its key schedule and round, refer to Sect. 2.1).

### 1.2.1 The Differential Attack

Differential cryptanalysis [18], introduced by Biham and Shamir in 1990, is one of the most powerful chosen plaintext (or chosen ciphertext) attacks in symmetrickey cryptography (i.e., in block ciphers, stream ciphers, hash functions and MAC algorithms). After this attack was introduced, it has been applied effectively to many known ciphers and various variants of this attack have been proposed such as the truncated differential attack [74], the square attack [74, 29], the differentiallinear attack [82], the impossible differential attack [8], the boomerang attack [123] and the rectangle attack [11].

(Bob)

Figure 1.1: Block Cipher ( $P$ : Plaintext, $C$ : Ciphertext, $K$ : Key)

This attack first investigates a distribution of differences of output pairs for the first sub-cipher $E^{0}$ when their input pairs of $E^{0}$ have all the same difference. If this distribution is not uniform, then the differential attack can use this nonuniform distribution to retrieve the subkey for the second sub-cipher $E^{f}$ by the following procedure (the subkey means the key in $E^{f}$ that is generated by a key schedule and a $k$-bit secret key).

We assume that for $E^{0}$ there exists a differential ${ }^{1} \alpha \rightarrow \beta$ with probability $p$ larger than $2^{-n}$, i.e.,

$$
\operatorname{Pr}_{X, K}\left[E_{K}^{0}(X) \oplus E_{K}^{0}(X \oplus \alpha)=\beta\right]=p>2^{-n}
$$

where $\operatorname{Pr}_{X, K}[\cdot]$ is an average probability over $X$ and $K$. Then we can retrieve the subkey of $E^{f}$ as follows:

1. Collect about $c \cdot p^{-1}$ plaintext pairs $\left(P, P^{\prime}\right)$ whose differences are all $\alpha$, where $c>1$.
2. With a chosen plaintext attack scenario, obtain the corresponding ciphertext pairs $\left(C, C^{\prime}\right)$.
3. For each subkey candidate $k$ for $E^{f}$, calculate the number of $\left(C, C^{\prime}\right)$ pairs

[^1]satisfying
\[

$$
\begin{equation*}
D_{k}^{f}(C) \oplus D_{k}^{f}\left(C^{\prime}\right)=\beta, \tag{1.1}
\end{equation*}
$$

\]

where $D_{k}^{f}=\left(E_{k}^{f}\right)^{-1}$. We denote this number by $T_{k}$. Output subkey $k$ as the right key of $E^{f}$ if all $T_{k}>T_{k^{\prime}}$ for subkey candidates $k^{\prime}(\neq k)$.

If the subkey $k$ is the right one, then about $c$ ciphertext pairs are expected to pass the $\beta$ test (see Eq. (1.1) for the $\beta$ test) due to the differential for $E^{0}$. Otherwise, the expected number of ciphertext pairs passing the $\beta$ test is about $c \cdot p^{-1} \cdot 2^{-n}$, for the $\beta$ test has an $n$-bit filtering condition. Since $p>2^{-n}$, the expected number of suggested ciphertext pairs for each wrong subkey is less than that for the right subkey. The success rate of this attack depends on the constant $c$ and the number of subkey candidates for $E^{f}$. If we exploit an appropriate threshold to keep a portion of the subkey candidates for $E^{f}$ instead of outputting the subkey with the maximal number $T_{k}$ of hits (for instance, in Step 3, we can keep all the subkeys that suggest more than $c / 2$ ciphertext pairs), then we can sieve many of wrong subkeys for $E^{f}$ with a higher success rate.

### 1.2.2 The Linear Attack

Linear cryptanalysis [94], introduced by Matsui in 1993, is one of the most powerful known plaintext (or known ciphertext) attacks in symmetric-key cryptography (especially, in block ciphers and stream ciphers). It is known that this attack has similar properties to the differential attack when analyzing some block cipher structures: [1] shows that if an $r$-round Feistel structure is provably secure against the differential attack, then it is also provably secure against the linear attack, and vice versa.

This attack first investigates a correlation between the inputs and outputs for $E^{0}$. If the correlation leads to a linear approximation for $E^{0}$ with a relatively high bias, then the linear attack can use the linear approximation to retrieve the subkey for $E^{f}$. The attack can be described as follows.

If for $E^{0}$ there exists a linear approximation $\Gamma X \rightarrow \Gamma Y$ with bias $\epsilon$ such that $\epsilon>2^{-\frac{n}{2}} \cdot c^{\frac{1}{2}}$ (or $c \cdot \epsilon^{-2}<2^{n}$ ), where $c>1$, i.e.,

$$
\left|\operatorname{Pr}_{X, K}\left[X \bullet \Gamma X \oplus E_{K}^{0}(X) \bullet \Gamma Y=0\right]-\frac{1}{2}\right|=\epsilon
$$

where $X \bullet \Gamma X$ and $E_{K}^{0}(X) \bullet \Gamma Y$ are both bit-wise inner products, then the linear attack can retrieve the subkey of $E^{f}$ as follows:

1. Collect about $c \cdot \epsilon^{-2}$ plaintexts $P$.
2. With a known plaintext attack scenario, obtain the corresponding ciphertexts $C$.
3. For each subkey candidate $k$ for $E^{f}$, calculate the number of $(P, C)$ pairs satisfying

$$
\begin{equation*}
P \bullet \Gamma X \oplus D_{k}^{f}(C) \bullet \Gamma Y=0 \tag{1.2}
\end{equation*}
$$

We denote this number by $T_{k}$. Output subkey $k$ as the right key of $E^{f}$ if all $\left|T_{k}-\frac{c \cdot \epsilon^{-2}}{2}\right|>\left|T_{k^{\prime}}-\frac{c \cdot \epsilon^{-2}}{2}\right|$ for subkey candidates $k^{\prime}(\neq k)$.

This attack is based on the fact that for a wrong key Eq. (1.2) holds with a probability of approximately $\frac{1}{2}$ (i.e., bias 0 ), while for the right key it holds with bias $\epsilon$. The success rate of this attack also depends on the constant $c$ and the number of all possible subkey candidates for $E^{f}$. As in differential cryptanalysis, we can increase the success rate by keeping all the subkey candidates which satisfy an appropriate threshold.

After this attack was introduced, it has been extended and generalized into the multiple linear attack [57], the nonlinear attack [76], the chosen plaintext linear attack [75] and the bilinear attack [27].

### 1.2.3 The Related-Key Attack

In 1992 and 1993, Knudsen [72] and Biham [7] independently introduced a cryptanalytic method using related keys, called the related-key attack [7], which applies differential cryptanalysis to the cipher with different, but related unknown keys. This attack is based on the key scheduling algorithm and on the encryption/decryption algorithms, hence a cipher with a weak key scheduling algorithm may be vulnerable to this kind of attack (for the details of key scheduling and encryption/decryption algorithms of block ciphers, refer to Sect. 2.1).

This attack exploits a related-key differential $\alpha \rightarrow \beta$ for $E^{0}$ with probability $p$ larger than $2^{-n}$, i.e.,

$$
\operatorname{Pr}_{X, K}\left[E_{K}^{0}(X) \oplus E_{K \oplus \Delta K}^{0}(X \oplus \alpha)=\beta\right]=p>2^{-n}
$$

where $\Delta K$ is a non-zero known key difference chosen by the cryptanalyst. Then we can retrieve the subkey of $E^{f}$ by applying this related-key differential to the differential attack algorithm.

The related-key attack is very difficult or even infeasible to conduct in many cryptographic applications, since it would certainly be unlikely that an attacker could persuade a sender to encrypt plaintexts under related keys unknown to the attacker. However, as demonstrated in [59, 104], the related-key attack is feasible
in some of the current real-world applications such as the IBM 4758 cryptoprocessor, key-exchange protocols that do not guarantee key integrity, and key-update protocols that updates session keys using a known function, for example, $K$, $K+1, K+2$, etc., where $K$ is a session key.

### 1.3 Motivation of the Thesis

Evaluating the cryptanalytic strength of cryptographic algorithms builds confidence of users and encourages industry to develop innovative cryptographic technologies. However, it is difficult to prove that a given cryptographic algorithm is secure against all cryptographic attacks, so one has to prove its security against possible attacks which are meaningful and relevant. Taking into account the complexity of this work and the importance of the information security infrastructure, cryptanalytic tools should be developed. These kinds of tools allow to evaluate the security of cryptographic algorithms in a more accurate and reliable way.

There are mainly two approaches to develop cryptanalytic tools: one approach is to invent new cryptanalytic methods that are different from known ones (e.g., the differential attack [18], the linear attack [94] and the algebraic attack [28]), and the other approach is to generalize, extend or combine known cryptanalytic methods (e.g., the truncated differential attack [74], the non-linear attack [76] and the differential-linear attack [82]). In this thesis, we study how to combine existing attacks.

### 1.4 Contributions of the Thesis

We design several combinations of the differential-style, linear-style and relatedkey attacks. Combining the differential-style attacks with the linear-style attacks, we devise the differential-nonlinear attack and the square-(non)linear attack. We also combine the differential-(non)linear, boomerang and rectangle attacks with the related-key attack to devise the related-key differential-(non)linear attack, the related-key boomerang attack and the related-key rectangle attack. We analyze these combined attacks and show that they can be applied to block ciphers and MAC algorithms.

First, we present their applications to the block ciphers SHACAL-1, SHACAL-2 and AES: a square-nonlinear attack on 28 -round SHACAL-2, a differential-nonlinear attack on 32 -round SHACAL-2, a related-key differentialnonlinear attack on 35 -round SHACAL-2, a related-key rectangle attack on 42-round SHACAL-2 and related-key rectangle attacks on the full 80-round SHACAL-1, 10-round AES-192 and 9-round AES-256. Our differential-nonlinear
attack is the best known attack on reduced SHACAL-2 that does not use related keys and our related-key rectangle attacks are the first known attack on the full SHACAL-1 and the best known attacks on reduced SHACAL-2 and reduced AES-192 that use related keys. Second, we present related-key boomerang attacks on encryption modes of MD4, MD5 and HAVAL. Our attacks are quite practical (in most of cases) and result in much faster attacks than previously known attacks in terms of the time and data complexities. Third, we show that the related-key rectangle attack can be used to distinguish the MAC algorithms HMAC and NMAC with the full 3-pass HAVAL and the full MD4 from HMAC and NMAC with a random function.

### 1.5 Outline of the Thesis

The thesis is organized as follows:

- Before moving to Chapter 2, we present notation and assumptions in the following section.
- Chapter 2 describes several cryptographic algorithms: the block ciphers SHACAL-1, SHACAL-2 and AES, the hash functions MD4, MD5, HAVAL, SHA-0 and SHA-1, and the MAC algorithms HMAC and NMAC.
- Chapter 3 introduces several new combined attacks: the differential-nonlinear attack, the square-(non)linear attack, the related-key differential-(non)linear attack, the related-key boomerang and rectangle attacks. These combined attacks have been introduced in [64, 67, 68, 119].
- Chapter 4 presents our combined attacks on the block ciphers SHACAL-1, SHACAL-2 and AES, which are based on the publications [35, 49, 68, 89, 119].
- Chapter 5 presents related-key boomerang attacks on MD4, MD5 and HAVAL in encryption mode, which have been published in [64].
- Chapter 6 presents distinguishing and forgery attacks on HMAC and NMAC based on HAVAL, MD4, MD5, SHA-0 and SHA-1 by using the differential and related-key rectangle techniques. The results presented in this chapter have been published in [63].
- Chapter 7 concludes the thesis.


### 1.6 Preliminaries

The following notation and assumptions are used throughout this thesis. The rightmost bit is referred to as the 0 -th bit, i.e., the least significant bit, and round number starts with 0 .

### 1.6.1 Notation

- $P$ : A plaintext, for example, a 256-bit plaintext $P=(A, B, \cdots, H)$, where $A, B, \cdots, H$ are all 32 -bit words.
- $C$ : A ciphertext.
- $P^{r}$ : The input of the $r$-th round, for example, $P^{r}=\left(A^{r}, B^{r} \cdots, H^{r}\right)$.
- $x_{i}^{r}$ : The $i$-th bit of $X^{r}$, for example, $X^{r} \in\left\{A^{r}, B^{r}, \cdots, H^{r}\right\}$.
- ? : An unknown value or a set of unknown values.
- $e_{i}:$ A 32-bit word that has $0^{\prime} s$ in all bit positions except for bit $i$.
- $e_{i_{1}, \cdots, i_{k}}: e_{i_{1}} \oplus \cdots \oplus e_{i_{k}}$, denoted also $e_{M}$, where $M=\left\{i_{1}, \cdots, i_{k}\right\}$.
- $e_{i_{1}, \cdots, i_{k}, \sim}$ : A 32 -bit word that has $1^{\prime} s$ in the position of bits $i_{1}, \cdots, i_{k}$, and arbitrary values in the position of bits $\left(i_{k}+1\right)-31$, and $0^{\prime} s$ in the position of the other bits, where $i_{1}<\cdots<i_{k}$. (The arbitrary value can be 0,1 or an unknown value.)
- $z_{i}$ : A 32-bit word that has 0 in the position of bit $i$, and arbitrary values in the positions of the other bits.
- $C S$ (Constant Set) : A set containing a single value, repeated $2^{32}$ times.
- $P S$ (Permutation Set): A set containing all $2^{32}$ possible values once, in an arbitrary order.
- $-P S$ : A set containing all $2^{32}$ possible values once, in the order $-x$ if $x$ occurs in $P S$ at the same round.
- $B S$ (Balanced Set) : A set containing $2^{32}$ elements with arbitrary values, but such that their sum (modulo $2^{32}$ ) is zero. If this property only holds for the 0 -th bit, we write $B S_{0}$.
- $E:\{0,1\}^{k} \times\{0,1\}^{n} \rightarrow\{0,1\}^{n}:$ A block cipher that uses $\{0,1\}^{k}$ and $\{0,1\}^{n}$ as a key space and a plaintext/ciphertext space, respectively.
- $E=E^{1} \circ E^{0}$ (i.e., $\left.E_{K}(P)=E_{K}^{1} \circ E_{K}^{0}(P)\right): E$ is composed of $E^{0}$ and $E^{1}$ ( $E$ first performs $E^{0}$ and then $E^{1}$ ), where $K$ is the $k$-bit secret key.
- $X \sim N\left(\mu, \sigma^{2}\right)$ : a random variable $X$ has the normal distribution, where $\mu$ is the expectation of $X$ and $\sigma$ is the standard deviation of $X$.
- $X \sim \operatorname{Bin}(n, p)$ : a random variable $X$ has the binomial distribution, where $n$ is the number of trials and $p$ is the success rate for each trial.
- $X \sim \operatorname{Poi}(\lambda)$ : a random variable $X$ has the Poisson distribution, where $\lambda$ is the expectation of $X$.


### 1.6.2 Assumptions

1. For the sub-cipher $E^{0}$ there exists a differential $\alpha \rightarrow \beta$ with a probability of $p$, i.e., $p=\operatorname{Pr}_{X, K}\left[E_{K}^{0}(X) \oplus E_{K}^{0}(X \oplus \alpha)=\beta\right]$.
2. For the sub-cipher $E^{0}$ there exists a related-key differential $\alpha \rightarrow \beta$ with a probability of $p^{*}$, i.e., $p^{*}=\operatorname{Pr}_{X, K}\left[E_{K}^{0}(X) \oplus E_{K \oplus \Delta K}^{0}(X \oplus \alpha)=\beta\right]$, where $\Delta K$ is a nonzero key difference chosen by the cryptanalyst.
3. For the sub-cipher $E^{1}$ there exists a differential $\gamma \rightarrow \delta$ with a probability of $q$, i.e., $q=\operatorname{Pr}_{X, K}\left[E_{K}^{1}(X) \oplus E_{K}^{1}(X \oplus \gamma)=\delta\right]$.
4. For the sub-cipher $E^{1}$ there exists a related-key differential $\gamma \rightarrow \delta$ with a probability of $q^{*}$, i.e., $q^{*}=\operatorname{Pr}_{X, K}\left[E_{K}^{1}(X) \oplus E_{K \oplus \Delta K^{\prime}}^{1}(X \oplus \gamma)=\delta\right]$, where $\Delta K^{\prime}$ is a nonzero key difference chosen by the cryptanalyst.
5. For the sub-cipher $E^{1}$ there exists a linear approximation $\lambda_{I} \rightarrow \lambda_{C}$ with a probability of $1 / 2+q^{\prime}$, i.e., $1 / 2+q^{\prime}=\operatorname{Pr}_{X, K}\left[\lambda_{I} \bullet X \oplus \lambda_{C} \bullet E_{K}^{1}(X) \oplus \lambda_{K} \bullet K^{\prime}=\right.$ 0 ], where $\lambda_{K}$ is a key mask, $K^{\prime}$ is the subkey used in $E_{K}^{1}$ and $\bullet$ denotes the bit-wise inner product.
6. For the sub-cipher $E^{1}$ there exists a nonlinear approximation $\lambda_{I} \rightarrow f$ with a probability of $1 / 2+q^{\prime \prime}$, i.e., $1 / 2+q^{\prime \prime}=\operatorname{Pr}_{X, K}\left[\lambda_{I} \bullet X \oplus f\left(E_{K}^{1}(X), K^{\prime}\right)=0\right]$ where $f$ is a nonlinear function and $K^{\prime}$ is the subkey used in $E_{K}^{1}$.

## Chapter 2

## Selected Cryptographic Algorithms

### 2.1 Descriptions of Block Ciphers

Block ciphers consist of an encryption algorithm $E$, a decryption algorithm $E^{-1}$ and a key scheduling algorithm. The encryption algorithm $E:\{0,1\}^{k} \times\{0,1\}^{n} \rightarrow$ $\{0,1\}^{n}$ is a permutation family where $E$ is a permutation on $n$ bits for each $k$-bit key. If the length of inserted messages is larger than $n$ bits, modes of operation are used to encrypt them such as ECB, CBC, CFB, OFB and CTR [120]. Block ciphers are one of the fundamental primitives to offer confidentiality of messages. Yet, they can also be used to build cryptographic hash functions that offer message authentication.

Modern block ciphers have significantly been affected by Shannon's pioneering work Communication Theory of Secrecy Systems [118], which shows that the iterative use of substitution (nonlinear layer) and permutation (linear layer) improves the security of a cipher. Based on this Shannon's work, most of modern block ciphers have been designed to use as many iterations of substitution and permutation as needed to give enough security (each iteration is referred to as round).

In this chapter, the block ciphers SHACAL-1, SHACAL-2 and AES are described.

### 2.1.1 SHACAL-1

In 2000 Handschuh and Naccache [43, 44] proposed a 160-bit block cipher SHACAL based on the standardized hash function SHA-1 [41] (cf. Sect. 2.2.5).

In 2001, they then proposed two versions, known as SHACAL-1 and SHACAL-2 [45], where SHACAL-1 is the same as the original SHACAL, while SHACAL-2 is a 256-bit block cipher based on the compression function of SHA-256 [42]. SHACAL-1 and SHACAL-2 were both submitted to the NESSIE project [99] and selected for the second phase of the evaluation: however, in 2003 SHACAL-1 was not recommended for a NESSIE portfolio because of concerns about its key schedule, while SHACAL-2 was selected to be in the NESSIE portfolio.

The SHACAL-1 cipher $[43,44]$ is a 160 -bit block cipher based on the compression function of the hash standard SHA-1 [41]. It consists of 80 rounds and uses a variable key length up to 512 bits.

A 160 -bit plaintext $P$ of SHACAL-1 is composed of five 32 -bit words $A, B$, $C, D$ and $E$. According to our notation, the plaintext $P$ is divided into $A^{0}, B^{0}$, $C^{0}, D^{0}$ and $E^{0}$, and the corresponding ciphertext $C$ is divided into $A^{80}, B^{80}$, $C^{80}, D^{80}$ and $E^{80}$. The $r$-th round of encryption is performed as follows:

$$
\begin{aligned}
A^{r+1} & =K^{r}+\operatorname{ROTL}_{5}\left(A^{r}\right)+f^{r}\left(B^{r}, C^{r}, D^{r}\right)+E^{r}+\text { Cst }^{r} \\
B^{r+1} & =A^{r} \\
C^{r+1} & =\text { ROTL }_{30}\left(B^{r}\right) \\
D^{r+1} & =C^{r} \\
E^{r+1} & =D^{r}
\end{aligned}
$$

for $r=0, \cdots, 79$, where $\operatorname{ROT}_{j}(X)$ represents rotation of the 32 -bit word $X$ to the left over $j$ bits, $K^{r}$ is the 32 -bit round subkey, $C s t^{r}$ is the 32 -bit round constant, and

$$
\begin{array}{llr}
f^{r}\left(B^{r}, C^{r}, D^{r}\right) & =\left(B^{r} \& C^{r}\right) \mid\left(\neg B^{r} \& D^{r}\right), & (0 \leq r \leq 19) \\
f^{r}\left(B^{r}, C^{r}, D^{r}\right) & =B^{r} \oplus C^{r} \oplus D^{r}, & (20 \leq r \leq 39, \\
f^{r}\left(B^{r}, C^{r}, D^{r}\right) & =\left(B^{r} \& C^{r}\right)\left|\left(B^{r} \& D^{r}\right)\right|\left(C^{r} \& D^{r}\right), & (40 \leq r \leq 59)
\end{array}
$$

We call these functions $f_{i f}, f_{x o r}$ and $f_{m a j}$, respectively.
Using the property $X-Y=X+\left(2^{32}-1-Y\right)+1=X+(\neg Y)+1$ and the $r$-th round of encryption, we have the following $r$-th round of decryption:

$$
\begin{aligned}
A^{r}= & B^{r+1} \\
B^{r}= & R O T L_{2}\left(C^{r+1}\right) \\
C^{r}= & D^{r+1} \\
D^{r}= & E^{r+1} \\
E^{r}= & A^{r+1}+\left(\neg R O T L_{5}\left(B^{r+1}\right)\right)+\left(\neg f^{r}\left(R O T L_{2}\left(C^{r+1}\right), D^{r+1}, E^{r+1}\right)\right)+ \\
& \left(\neg C s t^{r}\right)+\left(\neg K^{r}\right)+4 .
\end{aligned}
$$

SHACAL-1 supports a variable key length up to 512 bits. However, the cipher is not intended to be used with a key shorter than 128 bits. If a shorter key than 512 bits is inserted in the cipher, the key is padded with zeroes to a 512 -bit string. Let the 512 -bit key string be denoted $K=\left[K^{0}\left\|K^{1}\right\| \cdots \| K^{15}\right]$, where each $K^{i}$ is a 32-bit word. The key expansion of 512 bits $K$ to 2560 bits is defined by

$$
K^{i}=R O T L_{1}\left(K^{i-3} \oplus K^{i-8} \oplus K^{i-14} \oplus K^{i-16}\right), \quad 16 \leq i \leq 79
$$

### 2.1.2 SHACAL-2

The encryption of the SHACAL-2 cipher is performed as follows. The 256 -bit plaintext is divided into eight 32 -bit words $-A, B, C, D, E, F, G$ and $H$. According to our notation, the plaintext $P$ is divided into $A^{0}, B^{0}, C^{0}, D^{0}, E^{0}, F^{0}$, $G^{0}$ and $H^{0}$. Since this cipher is composed of 64 rounds, the ciphertext is divided into $A^{64}, B^{64}, C^{64}, D^{64}, E^{64}, F^{64}, G^{64}$ and $H^{64}$. The $r$-th round of encryption can be described as follows:

$$
\begin{aligned}
T_{1}^{r+1} & =H^{r}+\Sigma_{1}\left(E^{r}\right)+C h\left(E^{r}, F^{r}, G^{r}\right)+\text { Cst }^{r}+K^{r} \\
T_{2}^{r+1} & =\Sigma_{0}\left(A^{r}\right)+\operatorname{Maj}\left(A^{r}, B^{r}, C^{r}\right) \\
H^{r+1} & =G^{r} \\
G^{r+1} & =F^{r} \\
F^{r+1} & =E^{r} \\
E^{r+1} & =D^{r}+T_{1}^{r+1} \\
D^{r+1} & =C^{r} \\
C^{r+1} & =B^{r} \\
B^{r+1} & =A^{r} \\
A^{r+1} & =T_{1}^{r+1}+T_{2}^{r+1}
\end{aligned}
$$

for $r=0, \ldots, 63$, where $K^{r}$ is the 32 -bit round subkey, and $C s t^{r}$ is the 32 -bit round constant. The functions used in the above encryption process are defined as follows:

$$
\begin{aligned}
C h(X, Y, Z) & =(X \& Y) \oplus(\neg X \& Z) \\
M a j(X, Y, Z) & =(X \& Y) \oplus(X \& Z) \oplus(Y \& Z) \\
\Sigma_{0}(X) & =S_{2}(X) \oplus S_{13}(X) \oplus S_{22}(X) \\
\Sigma_{1}(X) & =S_{6}(X) \oplus S_{11}(X) \oplus S_{25}(X)
\end{aligned}
$$

where $S_{i}(X)$ means a right rotation of $X$ by $i$ bits.
Using the property $X-Y=X+(\neg Y)+1$ and the $r$-th round of encryption,
we have the following $r$-th round of decryption:

$$
\begin{aligned}
T_{1}^{r+1} & =A^{r+1}-\Sigma_{0}\left(B^{r+1}\right)-\operatorname{Maj}\left(B^{r+1}, C^{r+1}, D^{r+1}\right) \\
& =A^{r+1}+\left(\neg \Sigma_{0}\left(B^{r+1}\right)\right)+\left(\neg \operatorname{Maj}\left(B^{r+1}, C^{r+1}, D^{r+1}\right)\right)+2 \\
H^{r} & =T_{1}^{r+1}-\Sigma_{1}\left(F^{r+1}\right)-\operatorname{Ch}\left(F^{r+1}, G^{r+1}, H^{r+1}\right)-K^{r}-W^{r} \\
& =T_{1}^{r+1}+\left(\neg \Sigma_{1}\left(F^{r+1}\right)\right)+\left(\neg \operatorname{Ch}\left(F^{r+1}, G^{r+1}, H^{r+1}\right)\right)+\left(\neg K^{r}\right)+\left(\neg W^{r}\right)+4 \\
G^{r} & =H^{r+1} \\
F^{r} & =G^{r+1} \\
E^{r} & =F^{r+1} \\
D^{r} & =E^{r+1}-T_{1}^{r+1}=E^{r+1}+\left(\neg T_{1}^{r+1}\right)+1 \\
C^{r} & =D^{r+1} \\
B^{r} & =C^{r+1} \\
A^{r} & =B^{r+1}
\end{aligned}
$$

The key schedule accepts a maximum 512-bit key and shorter keys than 512 bits are extended by padding the key with zeroes to a 512 -bit string. In [45] it is strongly advised to use keys of at least 128 bits. Let the 512 -bit key string be denoted $K=\left[K^{0}\left\|K^{1}\right\| \cdots \| K^{15}\right]$. The key expansion of 512 bits $K$ to 2048 bits is defined by

$$
\begin{aligned}
K^{i}=\sigma_{1}\left(K^{i-2}\right) & +K^{i-7}+\sigma_{0}\left(K^{i-15}\right)+K^{i-16}, \quad 16 \leq i \leq 63 . \\
\sigma_{0}(x) & =S_{7}(x) \oplus S_{18}(x) \oplus R_{3}(x), \\
\sigma_{1}(x) & =S_{17}(x) \oplus S_{19}(x) \oplus R_{10}(x),
\end{aligned}
$$

where $R_{i}(X)$ means the right shift of 32-bit word $X$ by $i$ bit positions.

### 2.1.3 AES

AES, the successor to DES, is a block cipher adapted as mandatory encryption standard by the US government. Since NIST announced that the block cipher Rijndael, designed by Daemen and Rijmen [30], was selected for the AES in 2000, it has gradually become one of the most widely used encryption algorithms in the world.

AES encrypts data blocks of 128 bits with 128,192 or 256-bit keys. According to the length of the keys, AES uses a different number of rounds, i.e., it has 10, 12 and 14 rounds when used with 128,192 and 256 -bit keys, respectively. The round function of AES consists of the following four basic transformations:

- SubBytes (SB) is a nonlinear byte-wise substitution that applies the same $8 \times 8$ S-box to every byte.
- ShiftRows (SR) is a cyclic shift of the $i$-th row by $i$ bytes to the left.


Figure 2.1: Byte Coordinate of a 128 -bit Block of AES
(Ri: Row $i, \mathrm{C} i$ : Column $i, X_{i}$ : Byte $i$ )

- MixColumns (MC) is a matrix multiplication applied to each column.
- AddRoundKey (ARK) is an exclusive-or with the round key.

Each round function of AES applies the BS, SR, MC and ARK steps in order, but MC is omitted in the last round. Before the first round, an extra ARK step is applied. We call the key used in this step a whitening key. For more details of the above four transformations, we refer to [30].

AES uses different key scheduling algorithms according to the length of the supplied keys. The key schedule of AES-128 accepts a 128 -bit key $\left(W_{0}, W_{1}, W_{2}\right.$, $W_{3}$ ) and generates subkeys $W_{4}, W_{5}, \cdots, W_{43}$, where each $W_{i}$ is a 32 -bit word composed of 4 bytes in column. The subkeys are generated by the following procedure:

- For $i=s$ till $i=t$ do the following (for AES-128, $s=4$ and $t=43$ ),
- If $i \equiv 0 \bmod s$, then $W_{i}=W_{i-s} \oplus \operatorname{BS}\left(\operatorname{RotByte}\left(W_{i-1}\right)\right) \oplus \operatorname{Rcon}(i / s)$,
- else $W_{i}=W_{i-s} \oplus W_{i-1}$,
where RotByte represents one byte rotation and Rcon denotes fixed constants depending on its input. In AES-128, the whitening key is $\left(W_{0}, W_{1}, W_{2}, W_{3}\right)$ and the subkey of round $i$ is $\left(W_{4 i+4}, W_{4 i+5}, W_{4 i+6}, W_{4 i+7}\right)$, where $0 \leq i \leq 9$.

Similarly, the key schedules of AES-192 and AES-256 accept 192- and 256-bit keys, and generate as many subkeys as required. The key schedule of AES-192 is exactly the same as that of AES-128 except for the use of $s=6$ and $t=51$. The subkeys of AES-256 are derived from the following procedure:

- For $i=8$ till $i=59$ do the following,
- If $i \equiv 0 \bmod 8$ then $W_{i}=W_{i-8} \oplus \operatorname{BS}\left(\operatorname{RotByte}\left(W_{i-1}\right)\right) \oplus \operatorname{Rcon}(i / 8)$,
- If $i \equiv 4 \bmod 8$ then $W_{i}=W_{i-8} \oplus \operatorname{BS}\left(W_{i-1}\right)$,
- else $W_{i}=W_{i-8} \oplus W_{i-1}$.

In this thesis, a 128 -bit block of AES is represented by a $4 \times 4$ byte matrix as in Fig. 2.1 or by $\left(\left(X_{0}, X_{1}, X_{2}, X_{3}\right),\left(X_{4}, X_{5}, X_{6}, X_{7}\right),\left(X_{8}, X_{9}, X_{10}, X_{11}\right),\left(X_{12}, X_{13}\right.\right.$, $\left.X_{14}, X_{15}\right)$ ).

### 2.2 Descriptions of Hash Functions

Hash functions are an important type of cryptographic algorithms; they are widely used in cryptographic applications such as digital signature, data authentication and e-cash. Hash functions are at work in the millions of transactions that take place on the internet every day. The purpose of the use of hash functions in many cryptographic protocols is to ensure their security as well as improve their efficiency. The most widely used hash functions are cryptographic hash functions such as MD5 [112] and SHA-1 [41], which follow the design principle of MD4.

Hash functions are message digest algorithms which compress any arbitrarybit length message into a hash value with a small and fixed bit-length. The cryptographic hash functions such as MD4, MD5, HAVAL, SHA-0 and SHA-1 are performed based on the well-known Davies-Meyer construction, which is described as follows. Before the hash function is applied to a message $M$ of arbitrary bit-length, it is padded to a multiple of $t$-bit and divided into $n t$-bit sub-messages $M^{0}\left\|M^{1}\right\| \cdots \| M^{n-1}$, where $t$ is specified. Then the $l$-bit hash value $I^{n}$ for the message $M$ is computed as follows:

$$
\begin{equation*}
I^{0}=I V ; I^{i+1}=\operatorname{com}\left(I^{i}, M^{i}\right)=E\left(I^{i}, M^{i}\right)+I^{i} \text { for } 0 \leq i<n, \tag{2.1}
\end{equation*}
$$

where $I V$ is a fixed $l$-bit initial value, com is a compression function and $E$ is an iterative step function. In MD4, MD5, HAVAL, SHA-0 and SHA-1, the function $E$ is composed of 3,4 or 5 passes and in each pass there are 16,20 or 32 rounds that use only simple basic operations and Boolean functions on 32 -bit words. The $l$-bit input $I^{i}$ is loaded into $l / 3232$-bit registers denoted $\left(A^{0}, B^{0}, \cdots\right)$ and the $t$-bit message block is divided into $t / 3232$-bit words denoted ( $X^{0}, X^{1}, \cdots, X^{t / 32}$ ). The $l / 32$ registers are updated through a number of rounds. In each pass, a fixed Boolean function $f$ and 32-bit constants Cst are used. Table 2.1 shows the parameters of HAVAL, MD4, MD5, SHA-0 and SHA-1.

Table 2.1: Parameters of HAVAL, MD4, MD5, SHA-0 and SHA-1

| Hash <br> Function | Bit-Length of <br> Message Block $(t)$ | Bit-Length of <br> Initial Value $(l)$ | \# of <br> Passes | \# of Rounds <br> in a Pass | Total \# of <br> Rounds |
| :---: | :---: | :---: | :---: | :---: | :---: |
| HAVAL | 1024 | 256 | 3,4 or 5 | 32 | 96,128 or 160 |
| MD4 | 512 | 128 | 3 | 16 | 48 |
| MD5 | 512 | 128 | 4 | 16 | 64 |
| SHA-0 | 512 | 160 | 4 | 20 | 80 |
| SHA-1 | 512 | 160 | 4 | 20 | 80 |

### 2.2.1 MD4

MD4 [111] is a cryptographic hash function introduced in 1990 by Rivest. It uses basic arithmetic operations and several Boolean functions which are suitable for fast software implementations on 32-bit processors. After MD4 was published, several hash functions based on the design philosophy of MD4 have been proposed: MD5 [112], HAVAL [130], RIPEMD [110], RIPEMD-160 [33], SHA-1 [41], SHA-256 [42], etc.


Figure 2.2: The $r$-th Round of the Compression Function of MD4

The $r$-th round of the compression function of MD4 is performed as in Fig. 2.2; the following three types of Boolean functions $f$ and rotation amount $s^{r}$ are used:

$$
f^{r}\left(B^{r}, C^{r}, D^{r}\right)= \begin{cases}\left(B^{r} \& C^{r}\right) \mid\left(\neg B^{r} \& D^{r}\right) & \text { if } 0 \leq r \leq 15 \\ \left(B^{r} \& C^{r}\right)\left|\left(B^{r} \& D^{r}\right)\right|\left(C^{r} \& D^{r}\right) & \text { if } 16 \leq r \leq 31 \\ B^{r} \oplus C^{r} \oplus D^{r} & \text { if } 32 \leq r \leq 47\end{cases}
$$

$$
s^{r}= \begin{cases}3,7,11,19,3,7,11,19,3,7,11,19,3,7,11,19 & \text { if } 0 \leq r \leq 15 \\ 3,5,9,13,3,5,9,13,3,5,9,13,3,5,9,13 & \text { if } 16 \leq r \leq 31 \\ 3,9,11,15,3,9,11,15,3,9,11,15,3,9,11,15 & \text { if } 32 \leq r \leq 47\end{cases}
$$

In each pass, the supplied 512-bit message $M=X^{0}\left\|X^{1}\right\| \cdots \| X^{15}$ is used exactly once by the following message expansion algorithm.
$X^{r}= \begin{cases}X^{0}, X^{1}, X^{2}, X^{3}, X^{4}, X^{5}, X^{6}, X^{7}, X^{8}, X^{9}, X^{10}, X^{11}, X^{12}, X^{13}, X^{14}, X^{15} & \text { if } 0 \leq r \leq 15 \\ X^{0}, X^{4}, X^{8}, X^{12}, X^{1}, X^{5}, X^{9}, X^{13}, X^{2}, X^{6}, X^{10}, X^{14}, X^{3}, X^{7}, X^{11}, X^{15} & \text { if } 16 \leq r \leq 31 \\ X^{0}, X^{8}, X^{4}, X^{12}, X^{2}, X^{10}, X^{6}, X^{14}, X^{1}, X^{9}, X^{5}, X^{13}, X^{3}, X^{11}, X^{7}, X^{15} & \text { if } 32 \leq r \leq 47\end{cases}$

### 2.2.2 MD5

MD5 [112] is a strengthened version of MD4, which increases the number of passes from 3 to 4 (i.e., it extends the number of rounds from 48 to 64 ) and uses the round function as in Fig. 2.3.


Figure 2.3: The $r$-th Round of the Compression Function of MD5

In MD5 four types of Boolean functions $f$ are used; two of them are the same as the Boolean functions of MD4 used in rounds 1-15 and 32-47.

$$
f^{r}\left(B^{r}, C^{r}, D^{r}\right)= \begin{cases}\left(B^{r} \& C^{r}\right) \mid\left(\neg B^{r} \& D^{r}\right) & \text { if } 0 \leq r \leq 15 \\ \left(B^{r} \& D^{r}\right) \mid\left(C^{r} \& \neg D^{r}\right) & \text { if } 16 \leq r \leq 31 \\ B^{r} \oplus C^{r} \oplus D^{r} & \text { if } 32 \leq r \leq 47 \\ C^{r} \oplus\left(B^{r} \mid \neg D^{r}\right) & \text { if } 48 \leq r \leq 63\end{cases}
$$

The rotation amount $s^{r}$ is specified as follows:

$$
s^{r}= \begin{cases}7,12,17,22,7,12,17,22,7,12,17,22,7,12,17,22 & \text { if } 0 \leq r \leq 15 \\ 5,9,14,20,5,9,14,20,5,9,14,20,5,9,14,20 & \text { if } 16 \leq r \leq 31 \\ 4,11,16,23,4,11,16,23,4,11,16,23,4,11,16,23 & \text { if } 32 \leq r \leq 47 \\ 6,10,15,21,6,10,15,21,6,10,15,21,6,10,15,21 & \text { if } 48 \leq r \leq 63\end{cases}
$$

MD5 uses the following message expansion algorithm for a 512-bit message $M=X^{0}\left\|X^{1}\right\| \cdots \| X^{15}$.
$X^{r}=\left\{\begin{array}{lll}X^{0}, X^{1}, X^{2}, X^{3}, X^{4}, X^{5}, X^{6}, X^{7}, X^{8}, X^{9}, X^{10}, X^{11}, X^{12}, X^{13}, X^{14}, X^{15} & \text { if } 0 \leq r \leq 15 \\ X^{1}, X^{6}, X^{11}, X^{0}, X^{5}, X^{10}, X^{15}, X^{4}, X^{9}, X^{14}, X^{3}, X^{8}, X^{13}, X^{2}, X^{7}, X^{12} & \text { if } 16 \leq r \leq 31 \\ X^{5}, X^{8}, X^{11}, X^{14}, X^{1}, X^{4}, X^{7}, X^{10}, X^{13}, X^{0}, X^{3}, X^{6}, X^{9}, X^{12}, X^{15}, X^{2} & \text { if } 32 \leq r \leq 47 \\ X^{0}, X^{7}, X^{14}, X^{5}, X^{12}, X^{3}, X^{10}, X^{1}, X^{8}, X^{15}, X^{6}, X^{13}, X^{4}, X^{11}, X^{2}, X^{9} & \text { if } 48 \leq r \leq 63\end{array}\right.$

### 2.2.3 HAVAL

In 1993 Zheng, Pieprzyk and Seberry proposed the one-way hashing algorithm HAVAL with 3,4 and 5 passes [130]; the $r$-th round of the compression function of HAVAL is computed as in Fig. 2.4.


Figure 2.4: The $r$-th Round of the Compression Function of HAVAL

As stated above, HAVAL uses 3,4 or 5 passes and each pass has 32 rounds. Like MD4 and MD5, HAVAL uses a 1024-bit message $M=X^{0}\left\|X^{1}\right\| \cdots \| X^{31}$ exactly once in each pass by the following message expansion algorithm.

In Fig. 2.4 the following five types of Boolean functions $f$ are used (note that re-ordering functions $\phi$ are used to map from ( $B^{r}, C^{r}, D^{r}, E^{r}, F^{r}, G^{r}, H^{r}$ ) to $\left(x_{0}, x_{1}, x_{2}, x_{3}, x_{4}, x_{5}, x_{6}\right)$ which is the input to $\left.f^{r}\right)$.

$$
\begin{aligned}
& f^{r}\left(x_{0}, x_{1}, x_{2}, x_{3}, x_{4}, x_{5}, x_{6}\right)= \\
& \begin{cases}\left(x_{5} \& x_{2}\right) \oplus\left(x_{4} \& x_{1}\right) \oplus\left(x_{3} \& x_{0}\right) \oplus\left(x_{6} \& x_{5}\right) \oplus x_{6} & \text { if } 0 \leq r \leq 31 \\
\left(x_{5} \& x_{4} \& x_{3}\right) \oplus\left(x_{4} \& x_{2} \& x_{1}\right) \oplus\left(x_{5} \& x_{4}\right) \oplus\left(x_{5} \& x_{2}\right) \oplus\left(x_{4} \& x_{0}\right) & \text { if } 32 \leq r \leq 63 \\
\oplus\left(x_{3} \& x_{1}\right) \oplus\left(x_{2} \& x_{1}\right) \oplus\left(x_{6} \& x_{4}\right) \oplus x_{6} & \text { if } 64 \leq r \leq 95 \\
\left(x_{5} \& x_{4} \& x_{3}\right) \oplus\left(x_{5} \& x_{2}\right) \oplus\left(x_{4} \& x_{1}\right) \oplus\left(x_{3} \& x_{0}\right) \oplus\left(x_{6} \& x_{3}\right) \oplus x_{6} & \\
\left(x_{5} \& x_{4} \& x_{3}\right) \oplus\left(x_{4} \& x_{2} \& x_{1}\right) \oplus\left(x_{3} \& x_{2} \& x_{0}\right) \oplus\left(x_{5} \& x_{2}\right) \oplus\left(x_{4} \& x_{0}\right) & \text { if } 96 \leq r \leq 127 \\
\oplus\left(x_{3} \& x_{2}\right) \oplus\left(x_{3} \& x_{1}\right) \oplus\left(x_{3} \& x_{0}\right) \oplus\left(x_{2} \& x_{1}\right) \oplus\left(x_{2} \& x_{0}\right) \oplus\left(x_{6} \& x_{2}\right) \oplus x_{6} \\
\left(x_{5} \& x_{2}\right) \oplus\left(x_{4} \& x_{1}\right) \oplus\left(x_{3} \& x_{0}\right) \oplus\left(x_{6} \& x_{5} \& x_{4} \& x_{3}\right) \oplus\left(x_{6} \& x_{1}\right) \oplus x_{6} & \text { if } 128 \leq r \leq 159\end{cases}
\end{aligned}
$$

### 2.2.4 SHA-0

SHA-0 [40] is a standard hash function (FIPS 180), which is the initial version of SHA-1. It is exactly the same as SHA-1 except for the message expansion algorithm: SHA-0 uses the message expansion algorithm of SHA-1 without the one-bit rotation.

### 2.2.5 SHA-1

SHA-1 [41] is also a standard hash function (FIPS 180-1), from which the block cipher SHACAL-1 was designed. It is the hash mode of SHACAL-1: the message expansion algorithm is the same as the key scheduling algorithm of SHACAL-1 and the chaining values are the same as plaintexts of SHACAL-1.

Refer to $[111,112,130,40,41]$ for $I V$ and for the constants $C^{2} t^{r}$ of MD4, MD5, HAVAL, SHA-0 and SHA-1.

Encryption Modes of MD4, MD5, HAVAL, SHA-0 and SHA-1 Each of the rounds of MD4, MD5, HAVAL, SHA-0 and SHA-1 is an invertible function for each message word $X^{r}$. Hence, if we insert a secret key in the message part of $M_{i}$ and a plaintext in the chaining value part of $I_{i}$, we get an invertible function from a compression function by removing the final addition with the previous chaining value. That is, $E\left(I_{i}, M_{i}\right)$ of Eq. (2.1) can be used in encryption mode $E(P, K)$, where $P$ is a plaintext and $K$ is a secret key. Therefore, according to Table 2.1, the encryption modes of MD4 and MD5 are 128-bit block ciphers with 512 -bit keys and with 48 and 64 rounds, respectively, the encryption modes of SHA-0 and SHA-1 are 160-bit block ciphers with 512 -bit keys and with 80 rounds, respectively, and the encryption mode of HAVAL is a 256 -bit block cipher with 1024-bit keys and with 96,128 or 160 round. Note that the encryption mode of SHA-1 is the block cipher SHACAL-1. In these encryption modes, we use the notation $P$ and $K$ for a plaintext and a key, respectively.

### 2.3 Descriptions of MAC Algorithms

MAC algorithms are widely used in Internet security protocols (SSL/TLS, SSH, IPsec) and in the financial sector for debit and credit transactions. MAC algorithms are keyed hash functions that allow to verify whether a transmitted message has been altered. In order to use a MAC algorithm in computer networks, a secret key should be first distributed to the authorized entities, Alice and Bob. When Alice sends a message to Bob, she computes the MAC value of the message with the shared secret key and appends it to the message. Once Bob receives the message and its MAC value, he recomputes the MAC value of the obtained message with the key and verifies the authenticity of the message by checking if the recomputed MAC value is the same as the received MAC value. The security of a MAC algorithm depends on the difficulty for an unauthorized entity to produce a forgery, that is, a new message with a valid MAC. Typically, the forger is allowed to query the MAC generation oracle with adaptively chosen queries (see for example [4, 107]).

In the literature there have been mainly two types of MAC algorithms: block cipher based MAC algorithms (e.g., CBC-MAC [53], TMAC [81], RMAC [56] and OMAC [54]) and hash function based MAC algorithms (e.g., NMAC [3], HMAC [3] and MDx-MAC [108]). Both types of MAC algorithms usually inherit the security and efficiency of its underlying primitives. Other MAC algorithms are based on the design principle of a stream cipher (e.g., SOBER [115]) and a universal hash function (e.g., UMAC [20] and Poly1305-AES MAC [6]). Furthermore, several authenticated encryption schemes have been proposed that offer both confidentiality and authenticity of a message (e.g., CWC [80], EAX [5] and GCM [96]). In this thesis, we consider the hash function based MAC algorithms HMAC
and NMAC.

### 2.3.1 HMAC

HMAC, designed by Bellare, Canetti and Krawczyk, is a widely used message authentication code and a pseudorandom function generator based on cryptographic hash functions such as MD5 and SHA-1. It has been standardized by ANSI, IETF, ISO and NIST. HMAC takes a message of an arbitrary bit-length and hashes it with one secret key. For the same length of the message it calls the compression function of the underlying hash function additionally three more times than the iterated hash construction, i.e., the Merkle-Damgård construction (shortly the MD construction [31, 98]; it is defined below). For long messages, its efficiency is thus almost the same as the MD construction. Furthermore, cryptographic hash functions such as MD5 and SHA-1 can be used in HMAC, which are more efficient in software than block ciphers, and thus HMAC is typically faster than block cipher based MAC algorithms. The general description of HMAC is as follows.

HMAC [3] applies in both its inner and outer parts the iterated MD construction of a hash function $H$ given a compression function $h$; the MD construction is defined as

$$
H(I V, M)=h\left(\cdots h\left(h\left(I V, M^{1}\right), M^{2}\right) \cdots, M^{n}\right)
$$

where $I V$ is an $l$-bit fixed initial value and $M$ is an arbitrary-length message which is padded to a multiple of $t$ bits and divided into $n t$-bit blocks $M^{0}\left\|M^{1}\right\| \ldots$ $\| M^{n-1}$ (note that the outputs of functions $h$ and $H$ are $l$-bit strings).

$$
\begin{align*}
\operatorname{HMAC}(K, M) & =H(I V,(K \oplus \text { opad }) \| H(I V,(K \oplus \text { ipad }) \| M))  \tag{2.2}\\
& =h(h(I V,(K \oplus \text { opad })), H(h(I V,(K \oplus \text { ipad })), M))
\end{align*}
$$

where $K$ is the secret key, opad, ipad are constants and $\mid K \oplus$ opad $|=|K \oplus i p a d|=$ $t$. If HMAC takes a one-block message $M$, it can be expressed as

$$
\begin{equation*}
\mathbf{H M A C}(K, M)=h(h(I V,(K \oplus \text { opad })), h(h(I V,(K \oplus i p a d)), M)) . \tag{2.3}
\end{equation*}
$$

In order to facilitate the description of our analysis of HMAC we denote the four compression functions $h$ in (2.3) by $h_{1}, h_{2}, h_{3}$ and $h_{4}$, and the four functions in (2.2) by $h_{1}, H_{2}, h_{3}$ and $h_{4}$. See Fig. 2.5 for a schematic description of HMAC with this notation. Note that the outputs of $H_{2}$ and $h_{2}$ are padded to a $t$-bit string to be inserted into $h_{4}$.

In practice the function $h$ can be replaced by the compression function of cryptographic hash functions such as HAVAL [130], MD4 [111], MD5 [112], SHA-0 [40] and SHA-1 [41].


Figure 2.5: Schematic Description of HMAC

### 2.3.2 NMAC

NMAC is a generalized version of HMAC, which uses two $l$-bit secret keys $\left(K_{1}, K_{2}\right)$. It is computed as follows:

$$
\mathbf{N M A C}\left(K_{1}, K_{2}, M\right)=H\left(K_{2}, H\left(K_{1}, M\right)\right)
$$

NMAC has exactly the same structure as HMAC except for the use of the keys, i.e., in NMAC the secret keys $K_{1}$ and $K_{2}$ are used instead of $h_{1}(I V, K \oplus i p a d)$ and $h_{3}(I V, K \oplus$ opad $)$.

## Chapter 3

## New Combined Attacks

This chapter introduces five new combined attacks: the differential-nonlinear attack, the square-(non)linear attack, the related-key differential-(non)linear attack, the related-key rectangle attack and the related-key boomerang attack. Each of these combined attacks treat a cipher as a cascade of two sub-ciphers, apply a known differential-style, linear-style or related-key distinguisher to each sub-cipher and then combines them to obtain a new distinguisher on the cipher.

### 3.1 The Differential-Nonlinear Attack

In [82] Langford and Hellman showed that differential cryptanalysis and linear cryptanalysis can be combined into a technique called the differential-linear attack. This attack is described as follows.

In order to make a distinguisher for $E=E^{1} \circ E^{0}$ the differential-linear attack uses a differential $\alpha \rightarrow \beta$ for $E^{0}$ with probability $p$, and a linear approximation $\lambda_{I} \rightarrow \lambda_{C}$ for $E^{1}$ with probability $\frac{1}{2}+q^{\prime}$. Let $P$ and $P^{*}$ be a pair of plaintexts that satisfy $P \oplus P^{*}=\alpha$. Langford and Hellman [82] suggested to use a truncated differential ${ }^{1} \alpha \rightarrow \beta$ for $E^{0}$ with probability 1 . This allows us to get one bit equation

$$
\begin{equation*}
\lambda_{I} \bullet\left(E_{K}^{0}(P) \oplus E_{K}^{0}\left(P^{*}\right)\right)=\lambda_{I} \bullet\left(I \oplus I^{*}\right)=a \tag{3.1}
\end{equation*}
$$

with probability 1 , where $I=E_{K}^{0}(P), I^{*}=E_{K}^{0}\left(P^{*}\right), a=\lambda_{I} \bullet \beta$ and $\bullet$ denotes the

[^2]bitwise inner product. According to Assumption 4 in Sect. 1.6.2, we also have
\[

$$
\begin{gather*}
\lambda_{I} \bullet I \oplus \lambda_{C} \bullet C \oplus \lambda_{K} \bullet K^{\prime}=0,  \tag{3.2}\\
\lambda_{I} \bullet I^{*} \oplus \lambda_{C} \bullet C^{*} \oplus \lambda_{K} \bullet K^{\prime}=0 \tag{3.3}
\end{gather*}
$$
\]

with probability $\frac{1}{2}+q^{\prime}$ each, where $C=E_{K}^{1}\left(E_{K}^{0}(P)\right), C^{*}=E_{K}^{1}\left(E_{K}^{0}\left(P^{*}\right)\right), \lambda_{K}$ is a key mask and $K^{\prime}$ is the subkey used in $E_{K}^{1}$. Hence, using the piling up lemma presented in [94] (i.e., summing over Eqs. (3.1), (3.2), (3.3)), we have the following equation

$$
\begin{equation*}
\lambda_{C} \bullet C \oplus \lambda_{C} \bullet C^{*}=\lambda_{C} \bullet E_{K}^{1}\left(E_{K}^{0}(P)\right) \oplus \lambda_{C} \bullet E_{K}^{1}\left(E_{K}^{0}\left(P^{*}\right)\right)=a \tag{3.4}
\end{equation*}
$$

with probability $\frac{1}{2}+2 q^{\prime 2}\left(=\frac{1}{2}+2^{3-1} \cdot \frac{1}{2} \cdot q^{\prime} \cdot q^{\prime}\right)$. So the attack requires $O\left(q^{\prime-4}\right)$ chosen plaintext pairs to work (cf. Sect. 1.2.2).

In [12] Biham, Dunkelman and Keller extended the above technique to an event where the probability of the differential part is smaller than 1 . The description of the enhanced differential-linear attack is as follows.

If the plaintext pair $P$ and $P^{*}$ satisfies the differential $\alpha \rightarrow \beta$ (with probability $p(\leq 1)$ ), Eq. (3.1) holds with probability 1. If the plaintext pair $P$ and $P^{*}$ does not satisfy the differential (with probability $1-p$ ), we assume that $\lambda_{I} \bullet\left(E_{K}^{0}(P) \oplus\right.$ $E_{K}^{0}\left(P^{*}\right)$ ) follows a random behavior. From the above two cases, we get Eq. (3.1) with probability $\frac{1}{2}+\frac{p}{2}\left(=p \cdot 1+(1-p) \cdot \frac{1}{2}\right)$. Recall that Eqs. (3.2), (3.3) hold with probability $\frac{1}{2}+q^{\prime}$ each. Similarly, we sum over Eqs. (3.1), (3.2), (3.3) to obtain Eq. (3.4) with probability $\frac{1}{2}+2 p \cdot q^{\prime 2}\left(=\frac{1}{2}+2^{3-1} \cdot \frac{p}{2} \cdot q^{\prime 2}\right)$. The attack requires $O\left(p^{-2} q^{\prime-4}\right)$ chosen plaintext pairs to work.

We are now ready to introduce the differential-nonlinear attack. This attack uses a differential-nonlinear distinguisher that concatenates a nonlinear approximation for $E^{1}$ to a differential for $E^{0}$. However, the nonlinear approximation should be of a special form which can be attached to a differential, i.e., the input mask of the nonlinear approximation should be linear. Note that we cannot predict the specific two output values of $E^{0}$ even though we can learn the output difference $\beta$ of $E^{0}$ with probability $p$.

This attack uses a nonlinear approximation $\lambda_{I} \rightarrow f$ for $E^{1}$ with probability $\frac{1}{2}+q^{\prime \prime}$ instead of a linear approximation (for the definition of the nonlinear approximation, refer to Assumption 6 in Sect. 1.6.2). In the same way, we get Eq. (3.1) with probability $\frac{1}{2}+\frac{p}{2}$. Our nonlinear approximation satisfies

$$
\begin{gather*}
\lambda_{I} \bullet I \oplus f\left(C, K^{\prime}\right)=0,  \tag{3.5}\\
\lambda_{I} \bullet I^{*} \oplus f\left(C^{*}, K^{\prime}\right)=0 \tag{3.6}
\end{gather*}
$$

with probability $\frac{1}{2}+q^{\prime \prime}$ each and thus we sum over Eqs. (3.1), (3.5), (3.6) to obtain the one bit equation

$$
f\left(C, K^{\prime}\right) \oplus f\left(C^{*}, K^{\prime}\right)=f\left(E_{K}^{1}\left(E_{K}^{0}(P)\right), K^{\prime}\right) \oplus f\left(E_{K}^{1}\left(E_{K}^{0}\left(P^{*}\right)\right), K^{\prime}\right)=a
$$



Figure 3.1: Differential-Nonlinear Distinguisher
with probability $\frac{1}{2}+2 p \cdot q^{\prime \prime 2}\left(=\frac{1}{2}+2^{3-1} \cdot \frac{p}{2} \cdot q^{\prime \prime 2}\right)$ (see Fig. 3.1). The attack requires $O\left(p^{-2} q^{\prime \prime-4}\right)$ chosen plaintext pairs to work.

### 3.2 The Square-(Non)linear Attack

In this section, we introduce the square-linear and square-nonlinear attacks that combine the square attack with the linear and nonlinear attacks, respectively. These attacks are similar to the differential-(non)linear techniques.

The square attack was introduced when the block cipher SQUARE was proposed [29]. After this attack was introduced, it has been extended and generalized to the multiset attack [22] and the integral attack [77]. The basic idea behind this attack is the same as that of the higher-order differential attack [74]. It exploits a square characteristic whose input data consist of a set of plaintexts in which some bits are formed of a saturated set, and whose output data have a property like balancedness in some bits. We call a set "a saturated set" if every value in $\{0,1\}^{w}$ is found exactly once in the set, where $w$ is some bit length. Balancedness means that the sum of all the elements is zero.

The square-linear attack assumes that for the $E^{0}$ sub-cipher there exists a square characteristic whose input data consist of a set of $2^{m}$ plaintexts $P_{i}(i=$ $0, \ldots, 2^{m}-1$ ), and whose output data have a balanced property in some bits. If the balanced output bits of the square characteristic include the bits of $\lambda_{I}$ that are 1, then we have one bit equation $\lambda_{I} \bullet\left(\bigoplus_{i=0}^{2^{n}-1} E_{K}^{0}\left(P_{i}\right)\right)=\lambda_{I} \bullet\left(\bigoplus_{i=0}^{2^{n}-1} I_{i}\right)=0$ with probability 1 , where $I_{i}=E_{K}^{0}\left(P_{i}\right)$. According to Assumption 4 in Sect. 1.6.2, we also have $\lambda_{I} \bullet I_{i} \oplus \lambda_{C} \bullet C_{i} \oplus \lambda_{K} \bullet K^{\prime}=0$ with probability $\frac{1}{2}+q^{\prime}$ for each plaintext $P_{i}$, where $C_{i}=E_{K}^{1}\left(E_{K}^{0}\left(P_{i}\right)\right)$. Hence, summing over all the $\left(2^{m}+1\right)$ equations we have the following equation

$$
\lambda_{C} \bullet\left(\bigoplus_{i=0}^{2^{m}-1} C_{i}\right)=\lambda_{C} \bullet\left(\bigoplus_{i=0}^{2^{m}-1} E_{K}^{1}\left(E_{K}^{0}\left(P_{i}\right)\right)\right)=0
$$

with probability $\frac{1}{2}+2^{2^{m}-1} q^{\prime 2^{m}}$ (by the piling up lemma [94]). This attack requires $O\left(\left(2^{2^{m}-1} q^{\prime 2^{m}}\right)^{-2}\right)$ chosen plaintext sets to work. Thus, this attack can be efficiently applied to ciphers if $q^{\prime} \approx 1 / 2$.

Furthermore, we can extend the above attack to the cases where a nonlinear approximation is used instead of a linear approximation for $E^{1}$. This attack uses a nonlinear approximation $\lambda_{I} \rightarrow f$ for $E^{1}$ with probability $\frac{1}{2}+q^{\prime \prime}$ to concatenate the square characteristic for $E^{0}$. In the same way, we get the one bit equation $\lambda_{I} \bullet\left(\bigoplus_{i=0}^{2^{m}-1} I_{i}\right)=0$ with probability 1 . Our nonlinear approximation satisfies $\lambda_{I} \bullet I_{i} \oplus f\left(C_{i}, K^{\prime}\right)=0$ with probability $\frac{1}{2}+q^{\prime \prime}$ for each plaintext $P_{i}$ and thus we


Figure 3.2: Square-Nonlinear Distinguisher
use the piling up lemma [94] to obtain the one bit equation

$$
\bigoplus_{i=0}^{2^{m}-1} f\left(C_{i}, K^{\prime}\right)=\bigoplus_{i=0}^{2^{m}-1} f\left(E_{K}^{1}\left(E_{K}^{0}\left(P_{i}\right)\right), K^{\prime}\right)=0
$$

with probability $\frac{1}{2}+2^{2^{n}-1} q^{\prime \prime 2^{n}}$. This attack requires $O\left(\left(2^{2^{n}-1} q^{\prime \prime 2^{n}}\right)^{-2}\right)$ chosen plaintext sets to work. We call the extended attack the square-nonlinear attack. See Fig. 3.2 for a schematic description of the square-nonlinear attack.

### 3.3 The Related-Key Differential-(Non)linear Attack

In 1998 Hawkes [46] presented the related-key differential-linear attack which is a combination of the related-key and differential-linear attacks. The attack presented in [46] uses a related-key differential with probability 1 and a linear approximation with bias $\frac{1}{2}$. However, we can extend this technique to the general cases where the probability of the related-key differential is less than or equal to 1 and the bias of linear approximation is less than or equal to $\frac{1}{2}$. Furthermore, we can extend it into a technique called the related-key differential-nonlinear attack.

The related-key differential-linear attack requires the encryptions of plaintext pairs $P$ and $P^{*}$ under keys $K$ and $K^{*}$, respectively, where $K$ and $K^{*}$ are different, but related keys. This attack uses a related-key differential $\alpha \rightarrow \beta$ for $E^{0}$ with a probability of $p^{*}$ (i.e., $p^{*}=\operatorname{Pr}_{X, K}\left[E_{K}^{0}(X) \oplus E_{K^{*}}^{0}\left(X^{*}\right)=\beta \mid X \oplus X^{*}=\alpha, K \oplus K^{*}=\right.$ $\Delta K]$, where $\Delta K$ is a specific key difference) and a linear approximation $\lambda_{I} \rightarrow \lambda_{C}$ for $E^{1}$ with a probability of $\frac{1}{2}+q^{\prime}$ (i.e., $\frac{1}{2}+q^{\prime}=\operatorname{Pr}_{X, K}\left[\lambda_{I} \bullet X \oplus \lambda_{C} \bullet E_{K}^{1}(X) \oplus\right.$ $\left.\lambda_{K} \bullet K^{\prime}=0\right]$ ).

With a similar argument of the enhanced differential-linear attack, we get one bit equation

$$
\begin{equation*}
\lambda_{I} \bullet\left(E_{K}^{0}(P) \oplus E_{K^{*}}^{0}\left(P^{*}\right)\right)=a \tag{3.7}
\end{equation*}
$$

with probability $\frac{1}{2}+\frac{p^{*}}{2}\left(=p^{*} \cdot 1+\left(1-p^{*}\right) \cdot \frac{1}{2}\right)$, where $P \oplus P^{*}=\alpha$. According to Assumption 4 in Sect. 1.6.2, we also have the following two linear approximations

$$
\begin{array}{r}
\lambda_{I} \bullet E_{K}^{0}(P) \oplus \lambda_{C} \bullet E_{K}^{1}\left(E_{K}^{0}(P)\right) \oplus \lambda_{K} \bullet K^{\prime}=0 \\
\lambda_{I} \bullet E_{K^{*}}^{0}\left(P^{*}\right) \oplus \lambda_{C} \bullet E_{K^{*}}^{1}\left(E_{K^{*}}^{0}\left(P^{*}\right)\right) \oplus \lambda_{K} \bullet K^{*^{\prime}}=0 \tag{3.9}
\end{array}
$$

with probability $\frac{1}{2}+q^{\prime}$, respectively. Hence, applying Eqs. (3.7), (3.8), (3.9) to the piling up lemma presented in [94] (i.e, summing over Eqs. (3.7), (3.8), (3.9)), we have the following equation

$$
\lambda_{C} \bullet E_{K}^{1}\left(E_{K}^{0}(P)\right) \oplus \lambda_{C} \bullet E_{K^{*}}^{1}\left(E_{K^{*}}^{0}\left(P^{*}\right)\right) \oplus \lambda_{K} \bullet K^{\prime} \oplus \lambda_{K} \bullet K^{*^{\prime}}=a
$$



Figure 3.3: Related-Key Differential-Nonlinear Distinguisher
with probability $\frac{1}{2}+2 p^{*} q^{\prime 2}\left(=\frac{1}{2}+2^{3-1} \cdot \frac{p^{*}}{2} \cdot q^{\prime 2}\right)$. That is, we obtain

$$
\lambda_{C} \bullet E_{K}(P) \oplus \lambda_{C} \bullet E_{K^{*}}\left(P^{*}\right)=0
$$

with bias $2 p^{*} q^{\prime 2}$. Hence the attack using the related-key differential-linear distinguisher requires $O\left(p^{*-2} q^{\prime-4}\right)$ related-key chosen plaintexts to succeed.

As stated above, this attack can be extended to the cases where a nonlinear approximation is used instead of a linear approximation. A nonlinear approximation $\lambda_{I} \rightarrow f$ with a probability of $q^{\prime \prime}$ is used for $E^{1}$. With a similar argument of the differential-nonlinear attack, we can get

$$
f\left(E_{K}(P), K^{\prime}\right) \oplus f\left(E_{K^{*}}\left(P^{*}\right), K^{*^{\prime}}\right)=0
$$

with bias $2 p^{*} q^{\prime \prime 2}$ (see Fig. 3.3). The attack using the related-key differentialnonlinear distinguisher requires $O\left(p^{*-2} q^{\prime \prime-4}\right)$ related-key chosen plaintexts to succeed.

### 3.4 The Related-Key Rectangle and Boomerang Attacks

In this section, we introduce the related-key rectangle and boomerang attacks. In these attacks, there exist three types of related-key rectangle and boomerang distinguishers according to the usage of related-key differentials and the number of related keys. The first type of distinguisher is applicable when related-key differentials are used in the first sub-cipher, and regular differentials (or relatedkey differentials with the same key difference as those used in the first sub-cipher) in the second sub-cipher. The second type uses related-key differentials in the second sub-cipher and regular differentials for the first sub-cipher. The third type uses related-key differentials in both sub-ciphers. The first and second types of distinguishers use two related keys, but they use different methods for selecting plaintexts to work with. On the other hand, the third type of distinguisher uses four related keys. We call these three types of distinguishers related-key rectangle and boomerang distinguishers of TYPE 1, TYPE 2 and TYPE 3, respectively.

We first introduce the three types of related-key rectangle distinguishers and then of related-key boomerang distinguishers. The related-key rectangle distinguishers of TYPE 1, TYPE 2 and TYPE 3 work as follows:

- Choose two random $n$-bit plaintexts $P$ and $P^{\prime}$ and compute two other plaintexts $P^{*}=P \oplus \alpha$ and $P^{* *}=P^{\prime} \oplus \alpha$ for a constant $\alpha$.
- With a chosen plaintext attack scenario, obtain the corresponding ciphertexts $C=E_{K}(P), C^{*}=E_{K^{*}}\left(P^{*}\right), C^{\prime}=E_{K^{\prime}}\left(P^{\prime}\right)$ and $C^{\prime *}=E_{K^{\prime *}}\left(P^{\prime *}\right)$,
where $K^{*}=K \oplus \Delta K, K^{\prime}=K \oplus \Delta K^{\prime}, K^{\prime *}=K \oplus \Delta K \oplus \Delta K^{\prime}$ (i.e., $K \oplus K^{*}=K^{\prime} \oplus K^{\prime *}=\Delta K$ and $\left.K \oplus K^{\prime}=K^{*} \oplus K^{\prime *}=\Delta K^{\prime}\right)$ and $\Delta K$, $\Delta K^{\prime}$ are key differences chosen by the cryptanalyst.
- Check if $C \oplus C^{\prime}=C^{*} \oplus C^{*}=\delta$ or $C \oplus C^{*}=C^{*} \oplus C^{\prime}=\delta$.

As stated, the related-key rectangle distinguisher checks if the two pairs chosen from the ciphertext quartet have the same difference $\delta$. If this difference $\delta$ holds with a higher probability than for a random cipher, then the related-key rectangle distinguisher can be applied effectively to the underlying cipher.

In the above process the difference among the three types of distinguishers is on the condition of the key differences $\Delta K$ and $\Delta K^{\prime}$. Namely, in TYPE 1 $\Delta K \neq 0$ and $\Delta K^{\prime}=0$ (or $\Delta K=\Delta K^{\prime} \neq 0$ ), in TYPE $2 \Delta K=0$ and $\Delta K^{\prime} \neq 0$ and in TYPE $3 \Delta K \neq 0, \Delta K^{\prime} \neq 0$ and $\Delta K \neq \Delta K^{\prime}$. If the plaintext quartet $\left(P, P^{*}, P^{\prime}, P^{* *}\right)$ satisfies the last $\delta$ test, we call such a quartet a right quartet.

The related-key rectangle distinguishers can be formed by building quartets of plaintexts $\left(P, P^{*}, P^{\prime}, P^{* *}\right)$ that satisfy the following four differential conditions.

- Differential Condition 1: $P \oplus P^{*}=P^{\prime} \oplus P^{*}=\alpha$
- Differential Condition $2: I \oplus I^{*}=I^{\prime} \oplus I^{*}=\beta($ for some $\beta$ )
- Differential Condition 3: $I \oplus I^{\prime}=\gamma\left(\right.$ or $\left.I \oplus I^{\prime *}=\gamma\right)$ (for some $\gamma$ )
- Differential Condition 4: $C \oplus C^{\prime}=C^{*} \oplus C^{\prime *}=\delta\left(\right.$ or $\left.C \oplus C^{\prime *}=C^{*} \oplus C^{\prime}=\delta\right)$
where $I=E_{K}^{0}(P), I^{*}=E_{K^{*}}^{0}\left(P^{*}\right), I^{\prime}=E_{K^{\prime}}^{0}\left(P^{\prime}\right)$ and $I^{\prime *}=E_{K^{\prime *}}^{0}\left(P^{\prime *}\right)$. In these four differential conditions, $\alpha$ and $\delta$ represent specific differences, and $\beta$ and $\gamma$ represent arbitrary differences. Note that the differential conditions 2 and 3 imply $I^{*} \oplus I^{*}=\gamma\left(\right.$ or $\left.I^{*} \oplus I^{\prime}=\gamma\right)$ with probability 1 . If these four differential conditions are satisfied, such a quartet $\left(P, P^{*}, P^{\prime}, P^{* *}\right)$ is a right quartet. See Fig. 3.4 for schematic descriptions of these kinds of right quartets. We now analyze the three types of distinguishers in terms of the right quartets described in Fig. 3.4.


### 3.4.1 Related-Key Rectangle Distinguisher of TYPE 1

Assume that we have $m$ plaintext pairs with difference $\alpha$, where one plaintext of each pair is encrypted with the key $K$ and the other plaintext with the key $K^{*}$, then we have about $m p^{*}$ pairs satisfying the related-key differential $\alpha \rightarrow \beta$ for $E^{0}$ under the key difference $\Delta K$. The $m p^{*}$ pairs generate about $\frac{\left(m p^{*}\right)^{2}}{2}$ quartets satisfying conditions 1 and 2 . Assuming that the intermediate encryption values are uniformly distributed over all possible values, we get $I \oplus I^{\prime}=\gamma$ with a probability of $2^{-n}$ and $I \oplus I^{* *}=\gamma$ with a probability of $2^{-n}$. If we take into account the difference of the $I, I^{\prime}$ pair, the regular differential $\gamma \rightarrow \delta$ with
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Figure 3.4: Related-Key Rectangle Distinguishers (Right Quartets)
probability $q$ for $E^{1}$ is used twice in this distinguisher. On the other hand, if we take into account the difference of the $I, I^{\prime *}$ pair, the related-key differential $\gamma \rightarrow \delta$ with probability $q^{*}$ for $E^{1}$ is used twice in this distinguisher (here, $q^{*}=$ $\left.\operatorname{Pr}_{X, K}\left[E_{K}^{1}(X) \oplus E_{K \oplus \Delta K}^{1}(X \oplus \gamma)=\delta\right]\right)$. Therefore, the expected number of right quartets is about

$$
\sum_{\text {any } \beta, \gamma} \frac{\left(m \cdot p^{*}\right)^{2}}{2} \cdot 2^{-n} \cdot\left(q^{2}+q^{* 2}\right)=m^{2} \cdot 2^{-n-1} \cdot \widehat{p}^{2} \cdot\left(\widehat{q}^{2}+{\widehat{q^{*}}}^{2}\right)
$$

where $\widehat{p^{*}}=\sqrt{\sum_{\beta} p^{* 2}}, \widehat{q}=\sqrt{\sum_{\gamma} q^{2}}$ and $\widehat{q^{*}}=\sqrt{\sum_{\gamma} q^{* 2}}$.
On the other hand, the expected number of right quartets for a random cipher is about $m^{2} \cdot 2^{-2 n}\left(\approx\binom{m}{2} \cdot 2 \cdot 2^{-2 n}\right)$, since there are $\binom{m}{2} \cdot 2$ possible quartets and each of the pairs $\left(C, C^{\prime}\right)$ and $\left(C^{*}, C^{* *}\right)$ (or the pairs $\left(C, C^{* *}\right)$ and $\left.\left(C^{*}, C^{\prime}\right)\right)$ satisfies the $\delta$ difference with probability $2^{-n}$. Therefore, if $\widehat{p}^{*} \cdot\left(\frac{1}{2} \cdot\left(\widehat{q}^{2}+{\widehat{q^{*}}}^{2}\right)\right)^{1 / 2}>2^{-n / 2}$ and $m$ is sufficiently large, we can distinguish between $E$ and a random cipher.

In this distinguisher, we can use either regular differentials $\gamma \rightarrow \delta$ (related to the probability $\widehat{q}$ ) or related-key differentials $\gamma \rightarrow \delta$ (related to the probability $\left.\widehat{q^{*}}\right)$. By using both of them, we increase the probability for a random cipher to succeed. However, if we take only the maximum of $\widehat{q}$ and $\widehat{q^{*}}$, then the ratio of the expected number of right quartets between $E$ and a random cipher is optimal. In this case, the expected number of right quartets for the $E$ cipher is about $m^{2} \cdot 2^{-1} \cdot 2^{-n} \cdot\left(\widehat{p^{*}} \cdot \widehat{q}\right)^{2}$ or $m^{2} \cdot 2^{-1} \cdot 2^{-n} \cdot\left(\widehat{p^{*}} \cdot \widehat{q^{*}}\right)^{2}$. On the other hand, the expected number of right quartets for a random cipher is about $m^{2} \cdot 2^{-1} \cdot 2^{-2 n}$. Thus, $\widehat{p^{*}} \cdot \widehat{q}>2^{-n / 2}$ or $\widehat{p^{*}} \cdot \widehat{q^{*}}>2^{-n / 2}$ must hold for the related-key rectangle distinguisher to work.

Note that our estimated expectations are approximate values since the actual values of the expectations depend on the values of the chosen plaintexts and the used differential probabilities are average ones over the text and key.

### 3.4.2 Related-Key Rectangle Distinguisher of TYPE 2

If we have $m_{1}$ pairs $\left(P, P^{*}\right)$ and $m_{2}$ pairs $\left(P^{\prime}, P^{\prime *}\right)$ with difference $\alpha$, where $P$ and $P^{*}$ are all encrypted under the key $K$ and $P^{\prime}$ and $P^{* *}$ are all encrypted under the key $K^{\prime}$, then we have about $m_{1} \cdot p$ pairs together with $m_{2} \cdot p$ pairs satisfying the regular differential $\alpha \rightarrow \beta$ for $E^{0}$. Similarly, we get $I \oplus I^{\prime}=\gamma$ with a probability of $2^{-n}$ and $I \oplus I^{\prime *}=\gamma$ with a probability of $2^{-n}$. Since the probability that both pairs $\left(I, I^{\prime}\right)$ and $\left(I^{*}, I^{\prime *}\right)$ (or both pairs $\left(I, I^{\prime *}\right)$ and $\left.\left(I^{*}, I^{\prime}\right)\right)$ are right pairs with respect to the related key differential $\gamma \rightarrow \delta$ for $E^{1}$ is $q^{* 2}$ (here, $q^{*}=\operatorname{Pr}_{X, K}\left[E_{K}^{1}(X) \oplus E_{K \oplus \Delta K^{\prime}}^{1}(X \oplus \gamma)=\delta\right]$ ), the expected number of right
quartets is about

$$
\sum_{\beta, \gamma}\left(m_{1} \cdot p\right) \cdot\left(m_{2} \cdot p\right) \cdot 2^{-n} \cdot 2 \cdot q^{* 2}=m_{1} \cdot m_{2} \cdot 2^{-n+1} \cdot\left(\widehat{p} \cdot \widehat{q^{*}}\right)^{2}
$$

Since the expected number of right quartets for a random cipher is about $m_{1} \cdot m_{2} \cdot 2^{-2 n+1}$, we can distinguish between $E$ and a random cipher if $\widehat{p} \cdot \widehat{q^{*}}>$ $2^{-n / 2}$ and $m_{1}, m_{2}$ are sufficiently large.

### 3.4.3 Related-Key Rectangle Distinguisher of TYPE 3

In order to optimize the ratio of the expected number of right quartets between $E$ and a random cipher, we should only consider the maximum of $\widehat{q^{*}}$ and $\widehat{q^{* *}}$ in the related-key rectangle distinguisher of TYPE 3, where

$$
\begin{aligned}
\widehat{q^{*}} & =\left(\sum_{\gamma}\left(\operatorname{Pr}_{X, K}\left[E_{K}^{1}(X) \oplus E_{K \oplus \Delta K^{\prime}}^{1}(X \oplus \gamma)=\delta\right]\right)^{2}\right)^{1 / 2}, \text { and } \\
\widehat{q^{* *}} & =\left(\sum_{\gamma}\left(\operatorname{Pr}_{X, K}\left[E_{K}^{1}(X) \oplus E_{K \oplus \Delta K \oplus \Delta K^{\prime}}^{1}(X \oplus \gamma)=\delta\right]\right)^{2}\right)^{1 / 2}
\end{aligned}
$$

In our analysis, we assume $\widehat{q^{*}}>\widehat{q^{\prime *}}$.
To begin with, we also assume that we have $m_{1}$ pairs of $\left(P, P^{*}\right)$ and $m_{2}$ pairs of $\left(P^{\prime}, P^{*}\right)$ with difference $\alpha$, where $P, P^{*}, P^{\prime}$ and $P^{* *}$ are encrypted with the keys $K, K^{*}, K^{\prime}$ and $K^{\prime *}$, respectively. Then about $m_{1} \cdot p^{*}$ and $m_{2} \cdot p^{*}$ pairs will satisfy the related-key differential $\alpha \rightarrow \beta$ for $E^{0}$ under the key difference $\Delta K$. Thus, we have about $m_{1} \cdot m_{2} \cdot p^{* 2}$ quartets satisfying the differential conditions 1 and 2 . Moreover, we get $I \oplus I^{\prime}=\gamma$ with probability $2^{-n}$. These assumptions enable us to obtain about $m_{1} \cdot m_{2} \cdot 2^{-n} \cdot p^{* 2}$ quartets satisfying the differential conditions 1,2 and 3 . As stated above, the differential conditions 2 and 3 allow us to get $I^{*} \oplus I^{* *}=\gamma$ with probability 1 , and each of the pairs $\left(I, I^{\prime}\right)$ and $\left(I^{*}, I^{\prime *}\right)$ satisfies the related-key differential $\gamma \rightarrow \delta$ for $E^{1}$ with probability $q^{*}$. Therefore, the expected number of right quartets is about

$$
\sum_{\beta, \gamma} m_{1} \cdot m_{2} \cdot 2^{-n} \cdot p^{* 2} \cdot q^{* 2}=m_{1} \cdot m_{2} \cdot 2^{-n} \cdot\left(\widehat{p^{*}}\right)^{2} \cdot\left(\widehat{q^{*}}\right)^{2} .
$$

For a random cipher the expected number of right quartets is about $m_{1} \cdot m_{2} \cdot 2^{-2 n}$. Thus, $\widehat{p^{*}} \cdot \widehat{q^{*}}>2^{-n / 2}$ must hold for the related-key rectangle distinguisher to work.

### 3.4.4 Related-Key Boomerang Distinguishers

In order to get at least one right quartet in the related-key rectangle distinguishers, we need at least $2^{n / 2}$ plaintext queries. However, under an adaptive chosen
plaintext and ciphertext attack scenario we can make a related-key boomerang distinguisher which can remove the factor $2^{n / 2}$ in the data requirement. As a compensation of a smaller data requirement, this attack works only in a stronger attack model; it requires access to both the encryption box and the decryption box. The related-key boomerang distinguishers based on two or four related keys work as follows.

- Choose two $n$-bit plaintexts $P$ and $P^{*}$ such that $P \oplus P^{*}=\alpha$, and obtain the corresponding ciphertexts $C=E_{K}(P)$ and $C^{*}=E_{K^{*}}\left(P^{*}\right)$, where $K \oplus K^{*}=\Delta K$.
- Compute other two ciphertexts $C^{\prime}=C \oplus \delta$ and $C^{*}=C^{*} \oplus \delta$, and obtain the corresponding plaintexts $P^{\prime}=E_{K^{\prime}}^{-1}\left(C^{\prime}\right)$ and $P^{* *}=E_{K^{\prime *}}^{-1}\left(C^{* *}\right)$, where $K^{\prime} \oplus K^{\prime *}=\Delta K$ and $K \oplus K^{\prime}=K^{*} \oplus K^{\prime *}=\Delta K^{\prime}$.
- Check if $P^{\prime} \oplus P^{\prime *}=\alpha$.

Similarly, we can classify the three types of distinguishers by the condition of the key differences $\Delta K$ and $\Delta K^{\prime}$. See Fig. 3.5 for their schematic descriptions. Note that the difference between the related-key rectangle and boomerang distinguishers of the same TYPE is on the encryption and decryption process for the plaintexts $\left(P^{\prime}, P^{* *}\right)$ and the ciphertexts $\left(C^{\prime}, C^{\prime *}\right)$ in Figs. 3.4 and 3.5 . In a similar way, we can analyze the three types of the related-key boomerang distinguishers. Let us consider the related-key boomerang distinguisher of TYPE 3.

The probability that $I \oplus I^{*}=\beta$ is $p^{*}$ (in the encryption direction) and the probability that $I \oplus I^{\prime}=I^{*} \oplus I^{\prime *}=\gamma$ is $q^{* 2}$ (in the decryption direction). Therefore, for any $\beta$ and $\gamma, I \oplus I^{*}=\beta$ and $I \oplus I^{\prime}=I^{*} \oplus I^{\prime *}=\gamma$ (as in these cases $I^{\prime} \oplus I^{\prime *}=\beta$ ) hold with probability $p^{*} \cdot q^{* 2}$. Since the probability of the relatedkey differential $\beta \rightarrow \alpha$ for $\left(E^{0}\right)^{-1}$ under the related-key difference $\Delta K$ is $p^{*}$, the probability that $P^{\prime} \oplus P^{\prime *}=\alpha$ is $\sum_{\beta, \gamma} p^{* 2} \cdot q^{* 2}=\widehat{p^{* 2}} \cdot \widehat{q^{* 2}}$. Therefore, if we have $m$ chosen plaintext pairs $\left(P, P^{*}\right)$ with difference $\alpha$ and we have another $m$ adaptively chosen ciphertext pairs $\left(C^{\prime}, C^{*}\right)$ such that $C^{\prime}=C^{*} \oplus \delta$ and $C^{*}=C^{*} \oplus \delta$, then about $m \cdot{\widehat{p^{*}}}^{2} \cdot{\widehat{q^{*}}}^{2}$ quartets satisfy the $\alpha$ test. Since for a random cipher the $\alpha$ test holds with probability $2^{-n}, \widehat{p^{*}} \cdot \widehat{q^{*}}>2^{-n / 2}$ must hold for the related-key boomerang distinguisher to work.

Note 1: The actual probabilities of the related-key rectangle and boomerang distinguishers are larger than those computed above, for they also encompass the case of different $\beta$ and $\gamma$ differences in the middle, i.e., differences $\beta, \beta^{\prime}$ and $\gamma, \gamma^{\prime}$ can be used in the middle, where $\beta \neq \beta^{\prime}, \gamma^{\prime}=\gamma \oplus \beta \oplus \beta^{\prime}$. However, it is difficult to compute these actual probabilities.
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Figure 3.5: Related-Key Boomerang Distinguishers (Right Quartets)

Note 2: In a similar way, (related-key) truncated differentials for $E^{0}$ and $E^{1}$ can be used to form related-key rectangle and boomerang distinguishers and more than four related keys can also be used in the related-key rectangle and boomerang distinguisher in which the basic idea is the same as that of the distinguishers with two or four related keys.

## Chapter 4

## Applications to Block Ciphers

### 4.1 Introduction

Cryptanalysis of SHACAL-1 and SHACAL-2. In 2004 and 2005 several important cryptanalytic articles $[9,10,124,125,126,127]$ have been published that demonstrate collisions for the hash functions SHA-0 and SHA-1. Especially, a new message modification technique proposed by Wang et al. greatly improves previously known cryptanalytic results on SHA-0 and SHA-1 [125, 127]. Due to the structure of SHACAL-1, differentials of SHA-1 correspond to related-key differentials of SHACAL-1. Hence, it seems natural that some of the techniques used in the new attacks on SHA-1 can be converted into a related-key attack on SHACAL-1. We show that this is indeed the case. The differentials devised in [125] can be converted into high probability related-key differentials of SHACAL-1.

After transforming the collision producing differentials into related-key differentials, we use them in a related-key rectangle attack. The resulting attack succeeds to attack the full 80 -round SHACAL-1 using 4 related-keys faster than exhaustive key search. The related-key rectangle technique was used in previously published attacks on SHACAL-1 [67, 49]. The best previously known related-key rectangle attack on the cipher was applicable up to 70 rounds of SHACAL-1. Our results extend these previously known results by using improved differentials and improved attack techniques. We note that the best known attack on SHACAL-1 that does not use related keys is a differential attack on 55-round SHACAL-1 [90] and the best known attack on SHACAL-1 that uses related keys is a related-key slide attack on the full SHACAL-1 [17]. The latter attack is superior to our

Table 4.1: Key Recovery Attacks on SHACAL-1, SHACAL-2 and AES

| Block Cipher | Type of Attack | \#R/\#K | Complexity <br> Data / Time |
| :---: | :---: | :---: | :---: |
| SHACAL-1 <br> (80 rounds) | Differential | $\begin{aligned} & \hline 49 / 1 \\ & 55 / 1 \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline 2^{142} \mathrm{CP} / 2^{496.5}[90] \\ & 2^{154} \mathrm{CC} / 2^{507.3}[90] \\ & \hline \end{aligned}$ |
|  | Amplified Boomerang | 47/1 | $2^{158.5} \mathrm{CP} / 2^{508.4}[69]$ |
|  | Rectangle | $\begin{aligned} & 49 / 1 \\ & 51 / 1 \\ & 52 / 1 \end{aligned}$ | $\begin{gathered} 2^{151.9} \mathrm{CP} / 2^{508.5}[13] \\ 2^{153.7} \mathrm{CC} / 2^{503.7}[90] \\ 2^{159.7} \mathrm{KP} / 2^{492.7} \mathrm{MA}[90] \end{gathered}$ |
|  | RK Rectangle | $\begin{array}{r} 57 / 2 \\ 59 / 2 \\ 70 / 4 \\ \mathbf{8 0} / \mathbf{4} \\ \mathbf{8 0} \mathbf{4} \\ \hline \end{array}$ | $2^{154.8}$ RK-CP $/ 2^{503.4}[67]$ $2^{149.7}$ RK-CP $/ 2^{498.3}[67]$ $2^{151.8}$ RK-CP $/ 2^{500.1}[49]$ $\mathbf{2}^{\mathbf{1 5 9 . 8}}$ RK-CP $/ \mathbf{2}^{\mathbf{4 1 9 . 0}}$ (Sect. 4.2) $\mathbf{2}^{\mathbf{1 5 3 . 8}}$ RK-CP $/ \mathbf{2}^{\mathbf{5 0 0 . 2}}$ (Sect. 4.2) |
|  | RK Slide | $\begin{aligned} & \hline 80 / 2 \\ & 80 / 4 \\ & 80 / 8 \\ & \hline \end{aligned}$ | $\begin{gathered} 2^{97} \text { RK-CP / } 2^{447}[17] \\ 2^{99.6} \text { RK-CP } / 2^{321}[17] \\ 2^{101.3} \text { RK-CP } / 2^{101.3}[17] \end{gathered}$ |
| SHACAL-2 <br> (64 rounds) | Square-Nonlinear | 28/1 | $2^{37} \mathrm{CP} / 2^{494.1}$ (Sect. 4.3) |
|  | Impossible Differential | 30/1 | $744 \mathrm{CP} / 2^{495.1} / 2^{14.5}$ [48] |
|  | Differential-Nonlinear | 32/1 | $2^{43.4} \mathrm{CP} / 2^{504.2}$ (Sect. 4.4) |
|  | RK Differential-Nonlinear | 35/2 | $2^{42.3}$ RK-CP / $2^{451.1}$ (Sect. 4.5) |
|  | RK Rectangle | $\begin{aligned} & 37 / 2 \\ & 40 / 2 \\ & 42 / 2 \end{aligned}$ | $\begin{gathered} 2^{233.2} \text { RK-CP } / 2^{485} \\ \mathbf{2}^{\mathbf{2 4 3 . 4}} \text { RK-CP } / \mathbf{2}^{447.4} \text { (Sect. 4.6) } \\ \mathbf{2}^{\mathbf{2 4 3 . 4}} \text { RK-CP } / \mathbf{2}^{487.4} \text { (Sect. 4.6) } \\ \hline \end{gathered}$ |
| $\begin{gathered} \text { AES-192 } \\ \text { (12 rounds) } \end{gathered}$ | Impossible Differential | 7/1 | $2^{92} \mathrm{CP} / 2^{186}$ [103] |
|  | Square | 7/1 | $2^{32} \mathrm{CP} / 2^{184}[92]$ |
|  | Partial Sums | $\begin{aligned} & 7 / 1 \\ & 7 / 1 \\ & 8 / 1 \end{aligned}$ | $\begin{gathered} 19 \cdot 2^{32} \mathrm{CP} / 2^{155}[36] \\ 2^{128}-2^{119} \mathrm{CP} / 2^{120}[36] \\ 2^{128}-2^{119} \mathrm{CP} / 2^{188}[36] \end{gathered}$ |
|  | RK Impossible Differential | $\begin{gathered} 7 / 2 \\ 8 / 2 \\ 7 / 32 \\ 8 / 32 \\ 8 / 32 \\ 8 / 32 \\ \hline \end{gathered}$ | $2^{111} \mathrm{RK}-\mathrm{CP} / 2^{116}[55]$ $2^{88} \mathrm{RK}-\mathrm{CP} / 2^{183}[55]$ $2^{56} \mathrm{CP} / 2^{94}{ }^{[16]}$ $2^{116} \mathrm{RK}-\mathrm{CP} / 2^{134}[16]$ $2^{92} \mathrm{RK}-\mathrm{CP} / 2^{159}{ }^{[16]}$ $2^{68.5} \mathrm{RK}-\mathrm{CP} / 2^{184}[16]$ |
|  | RK Rectangle | $\begin{gathered} \hline 8 / 2 \\ 8 / 4 \\ 9 / 256 \\ \mathbf{1 0} / \mathbf{2 5 6} \\ \hline \hline \end{gathered}$ | $\begin{gathered} 2^{94} \mathrm{RK}-\mathrm{CP} / 2^{120} \text { (Sect. 4.7) } \\ 2^{86.5} \mathrm{RK}-\mathrm{CP} / 2^{86.5} \text { (Sect. 4.7) } \\ 2^{86} \mathrm{RK}-\mathrm{CP}^{1425} 2^{125} \text { [14] } \\ 2^{125} \mathrm{RK}-\mathrm{CP} / 2^{146.7} \text { (Sect. 4.7) } \\ \hline \hline \end{gathered}$ |
| AES- 256(14 rounds) | Partial Sums | $\begin{aligned} & \hline 8 / 1 \\ & 9 / 1 \\ & \hline \end{aligned}$ | $\begin{gathered} \hline 2^{128}-2^{119} \mathrm{CP} / 2^{204}[36] \\ 2^{85} \mathrm{CP} / 5 \cdot 2^{224}[36] \end{gathered}$ |
|  | RK Rectangle | $\begin{gathered} 9 / 4 \\ 10 / 256 \end{gathered}$ | $\begin{gathered} \mathbf{2}^{\mathbf{9 9}} \mathrm{RK}^{2}-\mathrm{CP} / \mathbf{2}^{120} \text { (Sect. 4.7) } \\ 2^{114.9} \text { RK-CP } / 2^{171.8}[14] \\ \hline \end{gathered}$ |

\#R: Number of attacked rounds, \#K: Number of keys, RK: Related-Key,
KP: Known Plaintext, CP: Chosen Plaintexts, CC: Chosen Ciphertexts,
MA: Memory Access, Time: Encryption units.
related-key rectangle attack which is the first known shortcut attack on the full SHACAL-1 in terms of the data/time complexity.

As for SHACAL-2, we examine its security against the square-nonlinear, differential-nonlinear, related-key differential-nonlinear and related-key rectangle attacks. We show that the square-nonlinear and differential-nonlinear attacks can be applied to 28 and 32 -round SHACAL-2. The latter attack is more powerful than the previously best known attack on SHACAL-2 which does not use related keys (an impossible differential attack on 30-round SHACAL-2 [48]). We also show that the related-key differential-nonlinear and related-key rectangle attacks can be applied to 35 and 42 -round SHACAL- 2 with 2 related keys. The latter attack, which extends the previously known related-key rectangle attack on 37 -round SHACAL-2, leads to the best known attack on SHACAL-2 which uses related keys.

Cryptanalysis of AES. This thesis examines the security of AES-192 and AES-256 against the related-key rectangle attack. We find the following new attacks: 8-round (out of 12) AES-192 with 2 or 4 related keys, 10-round (out of 12) AES-192 with 256 related keys and 9 -round (out of 14) AES-256 with 4 related keys. Our attacks reduce the complexity of earlier related-key rectangle attacks presented at EUROCRYPT 2005 [15]: we present the first shortcut attack on AES-192 reduced to 10 rounds; for reduced AES-256 with 9 rounds, we decrease the required number of related keys from 256 to 4 and both the data and time complexity at the cost of a smaller number of rounds.

A comparison of the known attacks along with our new results on SHACAL-1, SHACAL-2 and AES is presented in Table 4.1. Note that our attacks presented in this chapter are not practical due to their high complexities; however, they show certificational weaknesses on the reduced or full SHACAL-1, SHACAL-2 and AES.

### 4.2 Related-Key Rectangle Attack on the Full 80-Round SHACAL-1

Our attack on SHACAL-1 is based on a 69-round related-key rectangle distinguisher of TYPE 3. In the attack on the full SHACAL-1, we try all the possible subkeys of the remaining 11 rounds, and decrypt all the ciphertexts. Then, the 69 -round distinguisher is applied. We improve the time complexity of the attack by partially decrypting only 8 rounds, and then use the early abort approach to reduce the number of values that are decrypted through the remaining three more rounds, before the attack is applied. It is expected that for the right guess of the subkey of the last 11 rounds, the distinguisher would be more successful
than for a wrong guess. Thus, we can use this distinguisher to identify (to some extent) the right subkey.

Before describing our 69-round related-key rectangle distinguisher of SHACAL-1, we present two differential properties of SHACAL-1 that are used for computing probabilities of differentials.

### 4.2.1 Differential Properties of SHACAL-1

The first differential property of SHACAL-1 is derived from the combination of XOR and modular additions. Assume that $Z=X+Y, Z^{*}=X^{*}+Y^{*}$ where $X, Y$ and $X^{*}, Y^{*}$ are all 32-bit independent random variables with uniform distribution. Denote $\operatorname{Pr}_{X, Y}\left[(X+Y) \oplus\left(X^{*}+Y^{*}\right)=\Delta Z \mid X \oplus X^{*}=\Delta X, Y \oplus Y^{*}=\right.$ $\Delta Y, \Delta Z]$ by $\operatorname{Pr}[(\Delta X, \Delta Y) \xrightarrow{+} \Delta Z]$. Then we have the following property.

Property 1 (Lipmaa [88]) Given three 32-bit differences $\Delta X, \Delta Y$ and $\Delta Z$. If the probability $\operatorname{Pr}[(\Delta X, \Delta Y) \xrightarrow{+} \Delta Z]>0$, then

$$
\operatorname{Pr}[(\Delta X, \Delta Y) \xrightarrow{+} \Delta Z]=2^{-s}
$$

where the integer $s$ is given by $s=\#\left\{i \mid 0 \leq i \leq 30, \operatorname{not}\left((\Delta X)_{i}=(\Delta Y)_{i}=\right.\right.$ $\left.\left.(\Delta Z)_{i}\right)\right\}$.

The second element that affects the differential behavior of SHACAL-1 is the functions $f_{x o r}, f_{i f}$ and $f_{m a j}$. The three functions $f_{x o r}, f_{i f}$ and $f_{m a j}$ operate in a bit-by-bit manner, therefore, each of them can be regarded as a Boolean function from a 3-bit input to a 1-bit output.

Property 2 (Handschuh et al. [43]) Table 4.2 shows the distribution probability of XOR differences through the $f_{x o r}, f_{i f}$ and $f_{\text {maj }}$ functions. The first column of Table 4.2 represents the eight possible differences in $x, y, z$. The second column indicates the differences in the outputs of each of the three functions. In the second column, a ' 0 ' (resp. ' 1 ') means that the difference is always 0 (resp. 1), and a ' $0 / 1$ ' means that in half of the cases, the difference is 0 and in the other half of the cases, the difference is 1 .

### 4.2.2 69-Round Related-Key Rectangle Distinguisher of TYPE 3

We decompose 69-round SHACAL-1 into two sub-ciphers: $E^{0}$ contains the first 34 rounds of SHACAL-1 (rounds $0-33$ ), and $E^{1}$ contains the remaining 35 rounds (rounds 34-68).

Table 4.2: The XOR Differential Distribution Table of the $f$-Functions of SHACAL-1

| $\Delta x$ | $\Delta y$ | $\Delta z$ | $\Delta f_{\text {xor }}$ | $\Delta f_{\text {if }}$ | $\Delta f_{\text {maj }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 1 | 1 | $0 / 1$ | $0 / 1$ |
| 0 | 1 | 0 | 1 | $0 / 1$ | $0 / 1$ |
| 1 | 0 | 0 | 1 | $0 / 1$ | $0 / 1$ |
| 0 | 1 | 1 | 0 | 1 | $0 / 1$ |
| 1 | 0 | 1 | 0 | $0 / 1$ | $0 / 1$ |
| 1 | 1 | 0 | 0 | $0 / 1$ | $0 / 1$ |
| 1 | 1 | 1 | 1 | $0 / 1$ | 1 |

We have transformed the collision producing differentials of SHA-1 presented in [125] into related-key differentials for each of the two sub-ciphers. The first related-key differential for $E^{0}$ is presented in Table 4.3. The probability of the differential is $2^{-39}$. This differential includes two bits fixed in each of the plaintexts of the pair: the most significant bit of $A$ is zero and bit 3 of $A$ differs from bit 3 of $B$ (by fixing these bits we can ignore probability $\frac{1}{2}$ derived from the $f_{i f}$ function for rounds 1 and 2 each). Due to the nature of the related-key rectangle attack, we can improve the probability by counting over several differentials. We have counted over differentials which have the same first 33 rounds as the differential presented in Table 4.3. The resulting probability is $\widehat{p^{*}}=2^{-38.5}$ (when fixing the respective bits of the plaintext).

The second related-key differential for rounds $34-68\left(E^{1}\right)$ is presented in Table 4.4. The probability of this differential is $2^{-39}$. Again, due to the nature of the rectangle attack, we can improve the probability by counting over several differentials. We count over various similar characteristics, by changing the first round of this differential. The resulting probability is $\widehat{q^{*}}=2^{-38.3}$.

Combining these two differentials leads to a 69 -round related-key rectangle distinguisher with probability $2^{-160} \cdot{\widehat{p^{*}}}^{2} \cdot{\widehat{q^{*}}}^{2}=2^{-313.6}$, i.e., given $m$ related-key chosen plaintext pairs $\left(P, P^{*}\right)$ and $\left(P^{\prime}, P^{\prime *}\right)$ each, we expect $m^{2} \cdot 2^{-160} \cdot\left(\widehat{p^{*}} \cdot \widehat{q^{*}}\right)^{2}$ right quartets. Hence, given two sets of $2^{157.8}$ related-key chosen plaintext pairs, we expect four right rectangle quartets, while for a random cipher only $2^{-4.4}$ are expected.

Table 4.3: Related-Key Differential for Rounds 0-33 of SHACAL-1 ( $E^{0}$ )

| Round $(r)$ | $\Delta A^{r}$ | $\Delta B^{r}$ | $\Delta C^{r}$ | $\Delta D^{r}$ | $\Delta E^{r}$ | $\Delta K^{r}$ | Prob. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | $e_{31}$ | $e_{31}$ | $e_{31}$ | $e_{1}$ | $2^{-1}$ |
| 1 | $e_{1}$ | 0 | 0 | $e_{31}$ | $e_{31}$ | $e_{6}$ | $2^{-1}$ |
| 2 | 0 | $e_{1}$ | 0 | 0 | $e_{31}$ | $e_{1,31}$ | $2^{-1}$ |
| 3 | 0 | 0 | $e_{31}$ | 0 | 0 | $e_{31}$ | $2^{-1}$ |
| 4 | 0 | 0 | 0 | $e_{31}$ | 0 | $e_{1,31}$ | $2^{-2}$ |
| 5 | $e_{1}$ | 0 | 0 | 0 | $e_{31}$ | $e_{6,31}$ | $2^{-1}$ |
| 6 | 0 | $e_{1}$ | 0 | 0 | 0 | 0 | $2^{-2}$ |
| 7 | $e_{1}$ | 0 | $e_{31}$ | 0 | 0 | $e_{6,31}$ | $2^{-2}$ |
| 8 | 0 | $e_{1}$ | 0 | $e_{31}$ | 0 | $e_{31}$ | $2^{-3}$ |
| 9 | $e_{1}$ | 0 | $e_{31}$ | 0 | $e_{31}$ | $e_{6}$ | $2^{-2}$ |
| 10 | 0 | $e_{1}$ | 0 | $e_{31}$ | 0 | $e_{31}$ | $2^{-3}$ |
| 11 | $e_{1}$ | 0 | $e_{31}$ | 0 | $e_{31}$ | $e_{6}$ | $2^{-2}$ |
| 12 | 0 | $e_{1}$ | 0 | $e_{31}$ | 0 | $e_{1,31}$ | $2^{-3}$ |
| 13 | 0 | 0 | $e_{31}$ | 0 | $e_{31}$ | 0 | $2^{-1}$ |
| 14 | 0 | 0 | 0 | $e_{31}$ | 0 | $e_{31}$ | $2^{-1}$ |
| 15 | 0 | 0 | 0 | 0 | $e_{31}$ | $e_{31}$ | 1 |
| 16 | 0 | 0 | 0 | 0 | 0 | 0 | 1 |
| 17 | 0 | 0 | 0 | 0 | 0 | 0 | 1 |
| 18 | 0 | 0 | 0 | 0 | 0 | 0 | 1 |
| 19 | 0 | 0 | 0 | 0 | 0 | 0 | 1 |
| 20 | 0 | 0 | 0 | 0 | 0 | 0 | 1 |
| 21 | 0 | 0 | 0 | 0 | 0 | 0 | 1 |
| 22 | 0 | 0 | 0 | 0 | 0 | 0 | 1 |
| 23 | 0 | 0 | 0 | 0 | 0 | 0 | 1 |
| 24 | 0 | 0 | 0 | 0 | 0 | 0 | 1 |
| 25 | 0 | 0 | 0 | 0 | 0 | 0 | 1 |
| 26 | 0 | 0 | 0 | 0 | 0 | $e_{2}$ | $2^{-1}$ |
| 27 | $e_{2}$ | 0 | 0 | 0 | 0 | $e_{7}$ | $2^{-1}$ |
| 28 | 0 | $e_{2}$ | 0 | 0 | 0 | $e_{2}$ | $2^{-1}$ |
| 29 | 0 | 0 | $e_{0}$ | 0 | 0 | $e_{0,3}$ | $2^{-2}$ |
| 30 | $e_{3}$ | 0 | 0 | $e_{0}$ | 0 | $e_{0,8}$ | $2^{-2}$ |
| 31 | 0 | $e_{3}$ | 0 | 0 | $e_{0}$ | $e_{0,3}$ | $2^{-2}$ |
| 32 | 0 | 0 | $e_{1}$ | 0 | 0 | $e_{1,4}$ | $2^{-2}$ |
| 33 | $e_{4}$ | 0 | 0 | $e_{1}$ | 0 | $e_{1,9}$ | $2^{-2}$ |
| 34 | 0 | $e_{4}$ | 0 | 0 | $e_{1}$ |  |  |
|  |  |  |  |  |  |  |  |
| 15 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 3 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |

Table 4.4: Related-Key Differential for Rounds 34-68 of SHACAL-1 ( $E^{1}$ )

| Round $(r)$ | $\Delta A^{r}$ | $\Delta B^{r}$ | $\Delta C^{r}$ | $\Delta D^{r}$ | $\Delta E^{r}$ | $\Delta K^{\prime r}$ | Prob. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 34 | 0 | $e_{1}$ | $e_{31}$ | 0 | $e_{30,31}$ | $e_{1,30}$ | $2^{-2}$ |
| 35 | 0 | 0 | $e_{31}$ | $e_{31}$ | 0 | $e_{1}$ | $2^{-1}$ |
| 36 | $e_{1}$ | 0 | 0 | $e_{31}$ | $e_{31}$ | $e_{6}$ | $2^{-1}$ |
| 37 | 0 | $e_{1}$ | 0 | 0 | $e_{31}$ | $e_{1,31}$ | $2^{-1}$ |
| 38 | 0 | 0 | $e_{31}$ | 0 | 0 | $e_{31}$ | 1 |
| 39 | 0 | 0 | 0 | $e_{31}$ | 0 | $e_{1,31}$ | $2^{-1}$ |
| 40 | $e_{1}$ | 0 | 0 | 0 | $e_{31}$ | $e_{6,31}$ | $2^{-1}$ |
| 41 | 0 | $e_{1}$ | 0 | 0 | 0 | 0 | $2^{-2}$ |
| 42 | $e_{1}$ | 0 | $e_{31}$ | 0 | 0 | $e_{6,31}$ | $2^{-2}$ |
| 43 | 0 | $e_{1}$ | 0 | $e_{31}$ | 0 | $e_{31}$ | $2^{-3}$ |
| 44 | $e_{1}$ | 0 | $e_{31}$ | 0 | $e_{31}$ | $e_{6}$ | $2^{-2}$ |
| 45 | 0 | $e_{1}$ | 0 | $e_{31}$ | 0 | $e_{31}$ | $2^{-3}$ |
| 46 | $e_{1}$ | 0 | $e_{31}$ | 0 | $e_{31}$ | $e_{6}$ | $2^{-2}$ |
| 47 | 0 | $e_{1}$ | 0 | $e_{31}$ | 0 | $e_{1,31}$ | $2^{-3}$ |
| 48 | 0 | 0 | $e_{31}$ | 0 | $e_{31}$ | 0 | $2^{-1}$ |
| 49 | 0 | 0 | 0 | $e_{31}$ | 0 | $e_{31}$ | $2^{-1}$ |
| 50 | 0 | 0 | 0 | 0 | $e_{31}$ | $e_{31}$ | 1 |
| 51 | 0 | 0 | 0 | 0 | 0 | 0 | 1 |
| 52 | 0 | 0 | 0 | 0 | 0 | 0 | 1 |
| 53 | 0 | 0 | 0 | 0 | 0 | 0 | 1 |
| 54 | 0 | 0 | 0 | 0 | 0 | 0 | 1 |
| 55 | 0 | 0 | 0 | 0 | 0 | 0 | 1 |
| 56 | 0 | 0 | 0 | 0 | 0 | 0 | 1 |
| 57 | 0 | 0 | 0 | 0 | 0 | 0 | 1 |
| 58 | 0 | 0 | 0 | 0 | 0 | 0 | 1 |
| 59 | 0 | 0 | 0 | 0 | 0 | 0 | 1 |
| 60 | 0 | 0 | 0 | 0 | 0 | 0 | 1 |
| 61 | 0 | 0 | 0 | 0 | 0 | $e_{2}$ | $2^{-1}$ |
| 62 | $e_{2}$ | 0 | 0 | 0 | 0 | $e_{7}$ | $2^{-1}$ |
| 63 | 0 | $e_{2}$ | 0 | 0 | 0 | $e_{2}$ | $2^{-1}$ |
| 64 | 0 | 0 | $e_{0}$ | 0 | 0 | $e_{0,3}$ | $2^{-2}$ |
| 65 | $e_{3}$ | 0 | 0 | $e_{0}$ | 0 | $e_{0,8}$ | $2^{-2}$ |
| 66 | 0 | $e_{3}$ | 0 | 0 | $e_{0}$ | $e_{0,3}$ | $2^{-2}$ |
| 67 | 0 | 0 | $e_{1}$ | 0 | 0 | $e_{1,4}$ | $2^{-2}$ |
| 68 | $e_{4}$ | 0 | 0 | $e_{1}$ | 0 | $e_{1,9}$ | $2^{-2}$ |
| 69 | 0 | $e_{4}$ | 0 | 0 | $e_{1}$ |  |  |
|  |  |  |  |  |  |  |  |
| 4 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |

### 4.2.3 Key Recovery Attack

The basic approach for a key recovery attack is to guess the subkey of the last 11 rounds, partially decrypt all ciphertexts, and apply the distinguisher for the remaining 69 rounds. This approach can be improved using the fact that in every round, only a small part of the intermediate value is substantially changed, while most of the value is only shifted. The attack is based on the early abort technique of $[24,36]$. In this technique, once a pair/quartet does not satisfy the required differences/properties, it is excluded from further analysis.

In the description of the attack algorithm we use the following notation: $Y_{A}$ denotes the value of word $A$ in $Y$. Similarly, $Z_{D, E}$ denotes words $D$ and $E$ of $Z$, etc. We also denote by $S^{\prime}$ the set of possible values of $\Delta A^{70}$ given from the output difference of the second differential.

We observe that even if we partially decrypt only 8 rounds, we still have a filtering condition on the quartets: since $\Delta D^{72}=R O T L_{30}\left(\Delta A^{69}\right)$ and $\Delta E^{72}=$ $R O T L_{30}\left(\Delta B^{69}\right)$, we can check whether the difference in these words $D^{72}$ and $E^{72}$ corresponds to the output difference in words $A^{69}$ and $B^{69}$ of the second differential. In addition, we observe that we can extend the second differential by a truncated differential of one additional round. There are only $324=2^{8.3}$ possible $\Delta A^{70}$ values in $S^{\prime}$, hence, there are only 324 possible values for $\Delta C^{72}$ in case the second differential holds.

Using these observations, we can get a filtering of $64+23.7=87.7$ bits for every pair at the end of round 71 , or a filtering of 175.4 bits in total (for every quartet). Since the attack starts with $2^{315.6}$ quartets, we expect that $2^{140.3}$ quartets pass the filtering for any given subkey guess of rounds 72-79. We then guess the subkey of round 71 and compute $\Delta E^{71}$ that is equal to $\Delta C^{69}$. From the second differential, we obtain an additional 64-bit filtering on the remaining quartets. After this filtering only $2^{76.3}$ quartets remain for each subkey guess. Then we continue by guessing the subkeys of rounds 70 and 69 . As a result, the time complexity of the attack drops substantially, while the data complexity remains unchanged.

The algorithm of the attack is as follows:

## 1. Data Collection:

(a) Ask for the encryption of $2^{157.8}$ pairs of plaintexts $\left(P, P^{*}\right)$, where $P^{*}=$ $P \oplus \alpha$, where $P$ and $P^{*}$ satisfy the 2 -bit restrictions, and where $P$ is encrypted under $K$ and $P^{*}$ is encrypted under $K^{*}$.
(b) Ask for the encryption of $2^{157.8}$ pairs of plaintexts $\left(P^{\prime}, P^{* *}\right)$, where $P^{\prime}=P^{\prime *} \oplus \alpha$, where $P^{\prime}$ and $P^{\prime *}$ satisfy the 2 -bit restrictions, and where $P^{\prime}$ is encrypted under $K^{\prime}$ and $P^{* *}$ is encrypted under $K^{\prime *}$.

## 2. Partial Decryption:

(a) For each guess of the subkey of rounds 72-79:
i. Partially decrypt all ciphertexts $C, C^{*}, C^{\prime}, C^{*}$ (under the corresponding keys).
ii. Find all pairs of $\left(T, T^{\prime}\right)$, such that $T_{C, D, E} \oplus T_{C, D, E}^{\prime} \in S$, where $T$ is the partially decrypted value of $C, T^{\prime}$ is the partially decrypted value of $C^{\prime}$ and $S=\left\{(x, y, z): R O T L_{30}(x) \in S^{\prime}, R O T L_{30}(y)=\right.$ $\left.\delta_{A}=0, R O T L_{30}(z)=\delta_{B}=e_{2}\right\}$.
iii. For each such pair $\left(T, T^{\prime}\right)$, let $P$ and $P^{\prime}$ be the corresponding plaintexts. Let $P^{*}=P \oplus \alpha$ and $P^{* *}=P^{\prime} \oplus \alpha$, and let $T^{*}$ and $T^{*}$ be the partially decrypted values of $C^{*}$ and $C^{* *}$, respectively.
iv. If $T_{C, D, E}^{*} \oplus T_{C, D, E}^{*} \in S$ pass the quartet $\left(T, T^{*}, T^{\prime}, T^{*}\right)$ for a further analysis.
(b) Partial Decryption of Round 71: For each guess of the subkey of round 71:
i. Partially decrypt all the remaining quartets (under the corresponding keys) and denote the resulting intermediate values by ( $U, U^{*}$, $\left.U^{\prime}, U^{\prime *}\right)$.
ii. For each of the remaining quartets, check whether $U_{E} \oplus U_{E}^{\prime}=\delta_{C}=$ 0 and discard all the quartets that do not satisfy the equation.
iii. For each of the remaining quartets, check whether $U_{E}^{*} \oplus U_{E}^{\prime *}=$ $\delta_{C}=0$ and discard all the quartets that do not satisfy the equation.
(c) Partial Decryption of Round 70: For each guess of the subkey of round 70:
i. Partially decrypt all the remaining quartets (under the corresponding keys) and denote the resulting intermediate values by ( $V, V^{*}$, $\left.V^{\prime}, V^{\prime *}\right)$.
ii. For each of the remaining quartets, check whether $V_{E} \oplus V_{E}^{\prime}=\delta_{D}=$ 0 and discard all the quartets that do not satisfy the equation.
iii. For each of the remaining quartets, check whether $V_{E}^{*} \oplus V_{E}^{* *}=$ $\delta_{D}=0$ and discard all the quartets that do not satisfy the equation.
(d) Partial Decryption of Round 69: For each guess of the subkey of round 69:
i. Partially decrypt all the remaining quartets (under the corresponding keys) and denote the resulting intermediate values by ( $W, W^{*}$, $\left.W^{\prime}, W^{\prime *}\right)$.
ii. For each of the remaining quartets, check whether $W_{E} \oplus W_{E}^{\prime}=$ $\delta_{E}=e_{1}$ and discard all the quartets that do not satisfy the equation.
iii. For each of the remaining quartets, check whether $W_{E}^{*} \oplus W_{E}^{\prime *}=$ $\delta_{E}=e_{1}$ and discard all the quartets that do not satisfy the equation.
iv. Pass all the remaining quartets to further analysis.
(e) Further Analysis: If for this subkey guess only one quartet is suggested (or no quartets are suggested) discard the subkey guess. If the subkey is not discarded, exhaustively search all possible values for the remaining 160 subkey bits for the correct key.

The time complexity of Step 1 is $2^{159.8}$ encryptions. The average time complexity of Step 2 (a) is $\frac{8}{80} \cdot 2^{256} \cdot 2^{158.8} \cdot \frac{1}{2}=2^{410.5}$ SHACAL-1 encryptions. Steps 2(b)-2(e) are repeated for each subkey guess, i.e., $2^{255}$ times on average. For a given subkey guess, Step $2(\mathrm{~b})$ consists of $2^{141.3} \cdot 2^{32}$ partial decryptions of one SHACAL-1 round. This is equivalent to $2^{141.3} \cdot 2^{32} \cdot \frac{1}{80}=2^{167.0}$ full SHACAL-1 encryptions. Thus, the total expected time complexity of Step 2(b) is about $2^{255} \cdot 2^{167.0}=2^{422.0}$ SHACAL-1 encryptions. The time complexities of the other steps are relatively smaller.

Using a more delicate analysis we can reduce the time complexity of Step 2(b) by a factor of $2^{3}$ : in Steps $2(\mathrm{a})$ and $2(\mathrm{~b})$, we can check the $S$ and $\delta_{C}$ test with the actual values of the subkey of rounds 71-79 except for the most significant bits (MSBs) of the subkey of rounds 71-73. However, we need to guess their MSBs after Step 2(b) to check the $\delta_{D}$ and $\delta_{E}$ tests. Hence, the total time complexity of the attack is decreased to $2^{419.0}$ SHACAL-1 encryptions. The data complexity of this attack is $2^{159.8}$ related-key chosen plaintexts encrypted under four keys. The memory requirement of the attack is about $2^{159.8}$ memory blocks of 160 bits, required for storing the large amount of data.

We note that a different approach may be used in our attack. We can remove the last three rounds of the second differential to increase its probability by a factor of $2^{6}$, resulting in a 66 -round related-key rectangle distinguisher with probability $2^{-160} \cdot{\widehat{p^{*}}}^{2} \cdot{\widehat{q^{*}}}^{2}=2^{-301.6}$. The resulting distinguisher requires $2^{151.8}$ related-key chosen plaintext pairs $\left(P, P^{*}\right)$ and $\left(P^{\prime}, P^{\prime *}\right)$ each to produce four right plaintext quartets (while for a random cipher about $2^{-16.4}$ quartets that satisfy the rectangle conditions are expected). Then, we apply partial decryptions of rounds 69-79, 68, 67 and 66 in Steps 2(a), 2(b), 2(c) and 2(d), respectively, and then run the final exhaustive search for the remaining 64-bit keys in Step 2(e).

The time complexity of Step $2(\mathrm{a})$ in this case is $2^{152.8+352} \cdot \frac{11}{80} \cdot \frac{1}{2}=2^{500.9}$ SHACAL-1 encryptions on average. In this attack we can derive the set $S$ in Step 2-(a) for the filtering of quartets, which has $2^{70.8}$ elements, and thus the
number of remaining quartets after this step is about $\left(2^{151.9} \cdot 2^{-160+70.8}\right)^{2}=2^{125.2}$. It follows that Step 2(b) takes about $2^{126.2} \cdot 2^{352+32} \cdot \frac{1}{80} \cdot \frac{1}{2}=2^{502.9}$ SHACAL-1 encryptions on average. Compared to Steps 2(a) and 2(b), the following steps have quite small time complexities. With a similar delicate analysis, we can also reduce the time complexity of Steps $2(\mathrm{a})$ and $2(\mathrm{~b})$ by factors of $2^{2}$ and $2^{3}$, respectively. Hence, this full-round attack on SHACAL-1 works with a data complexity of $2^{153.8}$ related-key chosen plaintexts encrypted under four related keys and with a time complexity of $2^{498.9}+2^{499.9}=2^{500.2}$ SHACAL-1 encryptions.

### 4.3 Square-Nonlinear Attack on 28-Round SHACAL-2

In the next four sections, we apply our combined attacks to reduced versions of SHACAL-2. The attacks described in the first three sections exploit a 3 -round nonlinear relation of the attacks in [48]. The details of the 3-round nonlinear relation are as follows.

The value $h_{0}^{r}$ can be represented as the output of a nonlinear function $N F\left(A^{r+3}\right.$, $B^{r+3}, \cdots, H^{r+3}, C s t^{r}, C s t^{r+1}, C s t^{r+2}, K^{r}, K^{r+1}, K^{r+2}$ ), denoted $N F^{r+3}$, where $0 \leq r \leq 61$. Note that $x_{i}^{r}$ denotes the $i$-th bit of the input word $X^{r}$ to round $r$.

$$
\begin{aligned}
h_{0}^{r} & =c_{0}^{r+3} \oplus d_{2}^{r+3} \oplus d_{13}^{r+3} \oplus d_{22}^{r+3} \oplus\left(d_{0}^{r+3} \&\left(e_{0}^{r+3} \oplus t_{1,0}^{r+3}\right)\right) \oplus\left(d_{0}^{r+3} \&\left(f_{0}^{r+3} \oplus t_{1,0}^{r+2}\right)\right) \\
& \oplus \quad\left(\left(e_{0}^{r+3} \oplus t_{1,0}^{r+3}\right) \&\left(f_{0}^{r+3} \oplus t_{1,0}^{r+2}\right)\right) \oplus h_{6}^{r+3} \oplus h_{11}^{r+3} \oplus h_{25}^{r+3} \\
& \oplus \quad\left(h_{0}^{r+3} \& h_{0}^{r+2}\right) \oplus\left(\left(\neg h_{0}^{r+3}\right) \& h_{0}^{r+1}\right) \oplus c s t_{0}^{r} \oplus k_{0}^{r}
\end{aligned}
$$

The values $h_{0}^{r+1}, t_{1,0}^{r+2}, h_{0}^{r+2}$ and $t_{1,0}^{r+3}$ in the above equation are represented as follows.

$$
\left\{\begin{aligned}
h_{0}^{r+1}= & t_{1,0}^{r+2} \oplus g_{6}^{r+3} \oplus g_{11}^{r+3} \oplus g_{25}^{r+3} \oplus\left(g_{0}^{r+3} \& h_{0}^{r+3}\right) \oplus\left(\left(\neg g_{0}^{r+3}\right) \& h_{0}^{r+2}\right) \oplus c s t_{0}^{r+1} \\
& \oplus k_{0}^{r+1} \\
t_{1,0}^{r+2}= & b_{0}^{r+3} \oplus c_{2}^{r+3} \oplus c_{13}^{r+3} \oplus c_{22}^{r+3} \oplus\left(c_{0}^{r+3} \& d_{0}^{r+3}\right) \oplus\left(c_{0}^{r+3} \&\left(e_{0}^{r+3} \oplus t_{1,0}^{r+3}\right)\right) \\
& \oplus\left(d_{0}^{r+3} \&\left(e_{0}^{r+3} \oplus t_{1,0}^{r+3}\right)\right) \\
h_{0}^{r+2}= & t_{1,0}^{r+3} \oplus f_{6}^{r+3} \oplus f_{11}^{r+3} \oplus f_{25}^{r+3} \oplus\left(f_{0}^{r+3} \& g_{0}^{r+3}\right) \oplus\left(\left(\neg f_{0}^{r+3}\right) \& h_{0}^{r+3}\right) \oplus c s t_{0}^{r+2} \\
& \oplus k_{0}^{r+2} \\
t_{1,0}^{r+3}= & a_{0}^{r+3} \oplus b_{2}^{r+3} \oplus b_{13}^{r+3} \oplus b_{22}^{r+3} \oplus\left(b_{0}^{r+3} \& c_{0}^{r+3}\right) \oplus\left(b_{0}^{r+3} \& d_{0}^{r+3}\right) \oplus\left(c_{0}^{r+3} \& d_{0}^{r+3}\right)
\end{aligned}\right.
$$

In this section, we first describe a 13-round square-nonlinear distinguisher and then exploit it to attack 28 -round SHACAL-2.

### 4.3.1 13-Round Square-Nonlinear Distinguisher

Our 13-round square-nonlinear distinguisher of SHACAL-2 first applies a 10-round square characteristic for rounds $0-9$ and then concatenates to this square characteristic the foregoing 3 -round nonlinear relation for rounds $10-12$. Our 10 -round square characteristic is built based on the structual property of SHACAL-2 that most of words (six out of all the eight words) are just shifted through each round. It starts from collecting a well-chosen set of plaintexts. If a set of $2^{32}$ plaintexts $P_{i} \in(\mathbf{0}, \mathbf{0}, P S, C S, \mathbf{1}, C S,-P S, C S)$ is inserted to SHACAL-2, where $0 \leq i \leq 2^{32}-1, \mathbf{0}$ and $\mathbf{1}$ represent constant sets composed of the 32 -bit words $0 x 00000000$ and $0 x f f f f f f f f$, respectively, then the least significant bits of the eighth words after 10 rounds are balanced, i.e., $\bigoplus_{i=0}^{2^{32}-1} h_{i, 0}^{10}=0$. See Table 4.5 for more details of our 10 -round square characteristic (the notation used in Table 4.5 listed in Sect. 1.6.1). To this square characteristic we concatenate the 3 -round nonlinear relation to obtain the following 13-round square-nonlinear distinguisher

$$
\bigoplus_{i=0}^{2^{32}-1} N F_{i}^{13}=0
$$

with probability 1 , where its input is a set of $2^{32}$ plaintexts $P_{i} \in(\mathbf{0}, \mathbf{0}, P S, C S, \mathbf{1}, C S$, - PS,CS).

Table 4.5: Square Characteristic for Rounds 0-9 of SHACAL-2 $\left(E^{0}\right)$

| Round $(r)$ | $A^{r}$ | $B^{r}$ | $C^{r}$ | $D^{r}$ | $E^{r}$ | $F^{r}$ | $G^{r}$ | $H^{r}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | $\mathbf{0}$ | $\mathbf{0}$ | $P S$ | $C S$ | $\mathbf{1}$ | $C S$ | $-P S$ | $C S$ |
| 1 | $C S$ | $\mathbf{0}$ | $\mathbf{0}$ | $P S$ | $C S$ | $\mathbf{1}$ | $C S$ | $-P S$ |
| 2 | $P S$ | $C S$ | $\mathbf{0}$ | $\mathbf{0}$ | $C S$ | $C S$ | $\mathbf{1}$ | $C S$ |
| 3 | $B S_{0}$ | $P S$ | $C S$ | $\mathbf{0}$ | $C S$ | $C S$ | $C S$ | $\mathbf{1}$ |
| 4 | $?$ | $B S_{0}$ | $P S$ | $C S$ | $C S$ | $C S$ | $C S$ | $C S$ |
| 5 | $?$ | $?$ | $B S_{0}$ | $P S$ | $C S$ | $C S$ | $C S$ | $C S$ |
| 6 | $?$ | $?$ | $?$ | $B S_{0}$ | $P S$ | $C S$ | $C S$ | $C S$ |
| 7 | $?$ | $?$ | $?$ | $?$ | $B S_{0}$ | $P S$ | $C S$ | $C S$ |
| 8 | $?$ | $?$ | $?$ | $?$ | $?$ | $B S_{0}$ | $P S$ | $C S$ |
| 9 | $?$ | $?$ | $?$ | $?$ | $?$ | $?$ | $B S_{0}$ | $P S$ |
| 10 | $?$ | $?$ | $?$ | $?$ | $?$ | $?$ | $?$ | $B S_{0}$ |

### 4.3.2 Key Recovery Attack

The 13 -round square-nonlinear distinguisher is used to attack 28 -round SHACAL-2. We first encrypt plaintext sets of the form ( $\mathbf{0}, \mathbf{0}, P S, C S, \mathbf{1}, C S,-P S$, $C S)$ to obtain the corresponding ciphertext sets and then we partially decrypt the ciphertext sets from round 11 to round 27 with a guessed key. If the guessed key is the right one, all the decrypted ciphertext sets will meet Eq. (4.1); ${ }^{1}$ otherwise, each of the decrypted ciphertext sets will meet Eq. (4.1) with probability $1 / 2$. It follows that each of the plaintext sets enables to reduce a half of the subkey space for rounds 11-27. The attack procedure is as follows.

1. Choose 32 plaintext sets of the form $(\mathbf{0}, \mathbf{0}, P S, C S, \mathbf{1}, C S,-P S, C S)$. Request the corresponding ciphertext sets.
2. Guess a 463 -bit key $K^{27}, K^{26}, \cdots, K^{16}, k_{0}^{15}, k_{1}^{15}, \cdots, k_{25}^{15}, k_{0}^{14}, k_{1}^{14}, \cdots, k_{25}^{14}$, $k_{0}^{13}, k_{1}^{13}, \cdots, k_{24}^{13}, k_{0}^{12}$ and $k_{0}^{11}$ (note that it is sufficient to guess this 463 -bit subkey pair for computing the value $\Delta N F^{13}$ from a given ciphertext pair of 28 -round SHACAL-2).
3. For each of the ciphertext sets, do a partial decryption using the guessed key, and if the ciphertext set does not satisfy Eq. (4.1), then go to Step 2. If all the ciphertext sets satisfy Eq. (4.1), then keep the guessed key.
4. For the suggested key, do an exhaustive search for the 49-bit remaining keys using trial encryption. If a 512-bit key is suggested, output the key as a master key of 28 -round SHACAL-2. Otherwise, go to Step 2.

The data complexity of this attack is $2^{37}$ chosen plaintexts, and the memory requirements are $2^{42}$ bytes. The time complexity of Step 1 (the data collecting step) is $2^{37} 28$-round SHACAL-2 encryptions, and the time complexity of Step 3 is $\frac{1}{2} \cdot \frac{15}{28} \cdot\left(2^{463} \cdot 2^{32}+2^{462} \cdot 2^{32}+\cdots+2^{432} \cdot 2^{32}\right)=2^{494.1} 28$-round SHACAL-2 encryptions on average. Since the expected number of the keys suggested in Step 3 is about $2^{463} \cdot 2^{-32}=2^{431}$, the time complexity of Step 4 is about $2^{480}$ 28 -round SHACAL-2 encryptions. Thus, the total time complexity of this attack is about $2^{494.1} 28$-round SHACAL-2 encryptions.

### 4.4 Differential-Nonlinear Attack on 32-Round SHACAL-2

In this section, we describe a longer distinguisher than the 13 -round squarenonlinear distinguisher by using a probability less than one. Firstly, we construct

[^3]a 14-round truncated differential with probability $2^{-18.7}$ and then concatenate the 3 -round nonlinear relation to this differential to make a 17 -round differentialnonlinear distinguisher with probability $\frac{1}{2}+2^{-19.7}$. Secondly, we show how to exploit this 17-round differential-nonlinear distinguisher to devise a key recovery attack on 32 -round SHACAL-2.

Before describing our 14-round truncated differential, we present differential properties of SHACAL-2 that are used for computing the probability of the differential.

### 4.4.1 Differential Properties of SHACAL-2

As in SHACAL-1, the differential properties in SHACAL-2 are derived from the use of both XOR and modular additions (Property 1), and of the functions $C h$ and Maj (Property 3). In addition to these properties, Property 4 is also used for computing the probability of our SHACAL-2 differential. In Property $4, e_{i, \sim}$ represents a 32 -bit word that has 1 in the position of bit $i$, arbitrary values in the position of bits $(i+1)-31$, and $0^{\prime} s$ in the position of the other bits and $z_{k}$ represents a 32-bit word that has 0 in the position of bit $k$, and arbitrary values in the positions of the other bits (cf. Sect. 1.6.1).

Property 3 The Ch and Maj functions have the same XOR differential distributions as the $f_{i f}$ and $f_{\text {maj }}$ functions in Table 4.2, respectively.

Property 4 If $X \oplus X^{*}=e_{i, \sim}, Y \oplus Y^{*}=e_{j, \sim}$ and $i>j$, then $Z \oplus Z^{*}=e_{j, \sim}$. Note that if $Z \oplus Z^{*}=e_{j, \sim}$, then $Z \oplus Z^{*}=z_{k}$ where $0 \leq k<j$.

### 4.4.2 17-Round Differential-Nonlinear Distinguisher

We first construct a 14 -round truncated differential from rounds $r$ to $r+13$. For the sake of clarity, we consider the case $r=0$, which will be used in our attack. As in the 10 -round square characteristic, our 14 -round truncated differential is also built based on the structual property that six out of all the eight words are just shifted through each round. Let a plaintext pair $P=$ $(A, B, C, D, E, F, G, H), P^{*}=\left(A^{*}, B^{*}, C^{*}, D^{*}, E^{*}, F^{*}, G^{*}, H^{*}\right)$ have a difference $\left(0,0, e_{M_{1}}, 0,0, e_{31}, e_{M_{2}}, 0\right)$, where $M_{1}=\{9,18,29\}$ and $M_{2}=\{6,9,18,20,25,29\}$, and assume that some bits of the $P, P^{*}$ pair are fixed as in Eq. (4.2) (by fixing these bits we can ignore differential probabilities derived from $C h$ and $M a j$ for the first few rounds). Then the least significant bit of the output difference in the eighth word after 14 rounds, $\Delta h_{0}^{14}$ is 0 with probability $2^{-22}$. See Table 4.6 for more details of the differential. It is easy to check the probabilities depicted
in Table 4.6 by using the differential properties of SHACAL-2.

$$
\begin{array}{cccc}
a_{9}=b_{9}, & a_{18}=b_{18}, & a_{29}=b_{29}, & a_{31}=b_{31}, \\
e_{6}=1, & e_{9}=1, & e_{18}=1, & e_{20}=1,  \tag{4.2}\\
e_{25}=1, & e_{29}=1, & e_{31}=1 . &
\end{array}
$$

Table 4.6: Truncated Differential for Rounds 0-13 of SHACAL-2 $\left(E^{0}\right)$

| $r$ | $\Delta A^{r}$ | $\Delta B^{r}$ | $\Delta C^{r}$ | $\Delta D^{r}$ | $\Delta E^{r}$ | $\Delta F^{r}$ | $\Delta G^{r}$ | $\Delta H^{r}$ | Prob. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | $e_{M_{1}}$ | 0 | 0 | $e_{31}$ | $e_{M_{2}}$ | 0 | 1 |
| 1 | $e_{31}$ | 0 | 0 | $e_{M_{1}}$ | $e_{31}$ | 0 | $e_{31}$ | $e_{M_{2}}$ | $2^{-10}$ |
| 2 | 0 | $e_{31}$ | 0 | 0 | 0 | $e_{31}$ | 0 | $e_{31}$ | $2^{-2}$ |
| 3 | 0 | 0 | $e_{31}$ | 0 | 0 | 0 | $e_{31}$ | 0 | $2^{-2}$ |
| 4 | 0 | 0 | 0 | $e_{31}$ | 0 | 0 | 0 | $e_{31}$ | 1 |
| 5 | $e_{31}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $2^{-4}$ |
| 6 | $e_{M_{1}}$ | $e_{31}$ | 0 | 0 | 0 | 0 | 0 | 0 | 1 |
| 7 | $z_{0}$ | $e_{M_{1}}$ | $e_{31}$ | 0 | 0 | 0 | 0 | 0 | 1 |
| 8 | $?$ | $z_{0}$ | $e_{M_{1}}$ | $e_{31}$ | 0 | 0 | 0 | 0 | 1 |
| 9 | $?$ | $?$ | $z_{0}$ | $e_{M_{1}}$ | $e_{31}$ | 0 | 0 | 0 | $2^{-4}$ |
| 10 | $?$ | $?$ | $?$ | $z_{0}$ | $e_{M_{3}, \sim}$ | $e_{31}$ | 0 | 0 | 1 |
| 11 | $?$ | $?$ | $?$ | $?$ | $z_{0}$ | $e_{M_{3}, \sim}$ | $e_{31}$ | 0 | 1 |
| 12 | $?$ | $?$ | $?$ | $?$ | $?$ | $z_{0}$ | $e_{M_{3}, \sim}$ | $e_{31}$ | 1 |
| 13 | $?$ | $?$ | $?$ | $?$ | $?$ | $?$ | $z_{0}$ | $e_{M_{3}, \sim}$ | 1 |
| 14 | $?$ | $?$ | $?$ | $?$ | $?$ | $?$ | $?$ | $z_{0}$ |  |
| $M_{1}=\{9,18,29\}, M_{2}=\{6,9,18,20,25,29\}, M_{3}=\{6,9,18,20,25\}$ |  |  |  |  |  |  |  |  |  |

Improvement on the Probability. To combine the 14 -round differential with the 3 -round nonlinear relation, we need only the value $\Delta h_{0}^{14}$ of this differential. Thus, we can increase the above differential probability $2^{-22}$ by taking into account a variety of truncated differentials of which the values $\Delta H^{14}$ are of the form $z_{0}$. In order to improve the differential probability, we count over a variety of truncated differentials which have the same first 9 rounds in the 14 -round truncated differential described in Table 4.6. Table 4.7 presents some of these differentials. Based on these results we can increase the differential probability up to $2^{-18.7}\left(\approx 1 \cdot 2^{-22}+4 \cdot 2^{-23}+9 \cdot 2^{-24}+16 \cdot 2^{-25}+16 \cdot 2^{-26}+42 \cdot 2^{-27}+51 \cdot 2^{-28}\right)$. Thus, we have a 14 -round truncated differential (which includes a small portion of truncated differentials) with a probability of approximately $2^{-18.7}$.

We use our 14 -round truncated differential to build a distinguisher with a probability of $\frac{1}{2}+2^{-19.7}\left(=2^{-18.7}+\frac{1}{2} \cdot\left(1-2^{-18.7}\right)\right)$. That is, if the plaintext

Table 4.7: Possible $\Delta E^{10}$ Values for the 14 -Round Truncated Differential with the Respective Probabilities in SHACAL-2

| $\Delta E^{10}$ | Prob. | $\Delta E^{10}$ |
| ---: | ---: | ---: |
| $e_{6,9,18,20,25, \sim} \sim$ | $2^{-22}$ | $e_{6,7,9,18,20,25, \sim} \sim$ |
| $e^{-23}$ | $e_{6,9,10,18,20,25, \sim} 2^{-23}$ |  |
| $e_{6,9,18,19,20,25, \sim}$ | $2^{-23}$ | $e_{6,9,18,20,21,25, \sim} 2^{-23}$ |
| $e_{6,7,9,18,19,20,25, \sim} 2^{-24}$ | $e_{6,7,9,18,20,21,25, \sim} 2^{-24}$ | $e_{6,7,9,10,18,20,25, \sim} 2^{-24}$ |
| $e_{6,9,10,18,20,21,25, \sim} 2^{-24}$ | $e_{6,9,18,19,20,21,25, \sim, \sim} 2^{-24}$ | $e_{6,7,8,9,18,20,25, \sim, \sim} 2^{-24}$ |
| $e_{6,9,18,19,25, \sim}$ | $2^{-24}$ | $e^{-24}$ |

pairs $P, P^{*}$ have difference ( $0,0, e_{M_{1}}, 0,0, e_{31}, e_{M_{2}}, 0$ ) and meet Eq. (4.2), then $h_{0}^{14}=h_{0}^{* 14}$ with a probability of $\frac{1}{2}+2^{-19.7}$. This approximation assumes that the behavior of the remaining fraction of $1-2^{-18.7}$ of the pairs follows the uniform distribution. In order to verify the probability $\frac{1}{2}+2^{-19.7}$ we performed 10 simulations using $2^{34}$ plaintext pairs each (we used different random keys and different plaintext pairs in each of the simulations). While our estimation in the $2^{34}$ plaintext pairs is $2^{33}+20170\left(=2^{34} \cdot\left(\frac{1}{2}+2^{-19.7}\right)\right)$, we obtained the values $2^{33}+153189,2^{33}+159168,2^{33}+161745,2^{33}+168761,2^{33}+173142,2^{33}+$ $175476,2^{33}+177866,2^{33}+196441,2^{33}+197654,2^{33}+217151$ from our simulations. Our simulations show that the probability of the 14 -round distinguisher is higher than our estimation $\frac{1}{2}+2^{-19.7}$. This difference is due to the fact that our estimation only considers a small portion of truncated differentials with high probabilities for which the values $\Delta H^{14}$ are of the form $z_{0}$. Thus, we conclude that the actual probability of our 14 -round distinguisher is at least $\frac{1}{2}+2^{-19.7}$.

To this distinguisher we concatenate the 3-round nonlinear relation with probability 1 . Since given the $P, P^{*}$ pairs it holds that $h_{0}^{14}=h_{0}^{* 14}$ with a probability of approximately $\frac{1}{2}+2^{-19.7}$, we have the following 17-round differential-nonlinear distinguisher

$$
\begin{equation*}
N F^{17}=N F^{* 17} \tag{4.3}
\end{equation*}
$$

with a probability of approximately $\frac{1}{2}+2^{-19.7}$, where its input is a plaintext pair that satisfies difference $\left(0,0, e_{M_{1}}, 0,0, e_{31}, e_{M_{2}}, 0\right)$ and Eq. (4.2).

### 4.4.3 Key Recovery Attack

We present a method to use the 17 -round distinguisher to find a master key of 32 -round SHACAL-2. First of all, we collect $O\left(|p-1 / 2|^{-2}\right)$ plaintext pairs with difference $\left(0,0, e_{M_{1}}, 0,0, e_{31}, e_{M_{2}}, 0\right)$, where $p$ is the probability of the 17 -round
differential-nonlinear distinguisher. Second, we encrypt them to obtain the corresponding ciphertext pairs and partially decrypt each ciphertext pair with a guessed key (for rounds 15 to 31) to check Eq. (4.3). If the number of the decrypted ciphertext pairs that satisfy Eq. (4.3) is larger than an appropriate threshold, then we bring the guessed key for further analysis (exhaustive search step). The details of the attack are as follows.

1. Choose $2^{42.4}\left(=2^{3} \cdot\left(2^{-19.7}\right)^{-2}\right)$ plaintext pairs with the difference $\left(0,0, e_{M_{1}}\right.$, $\left.0,0, e_{31}, e_{M_{2}}, 0\right)$ and the conditions of Eq. (4.2). Request the corresponding ciphertext pairs.
2. Guess a 463 -bit key $K^{31}, K^{30}, \cdots, K^{20}, k_{0}^{19}, k_{1}^{19}, \cdots, k_{25}^{19}, k_{0}^{18}, k_{1}^{18}, \cdots, k_{25}^{18}$, $k_{0}^{17}, k_{1}^{17}, \cdots, k_{24}^{17}, k_{0}^{16}$, and $k_{0}^{15}$.
3. For each of the ciphertext pairs, do a partial decryption using the guessed key, and check Eq. (4.3). If the number of ciphertext pairs satisfying Eq. (4.3) is greater than or equal to $2^{41.4}+2^{22}$, then keep the guessed key. Otherwise, go to Step 2.
4. For the suggested key, do an exhaustive search for the 49 remaining key bits using trial encryption (for the suggested key, we use one or two known plaintext/ciphertext pairs for the trial encryption). If a 512-bit key is suggested, output the key as a master key of 32 -round SHACAL-2. Otherwise, go to Step 2.

The data complexity of this attack is $2^{43.4}$ chosen plaintexts. The memory requirements of this attack are dominated by the memory for ciphertext pairs, so this attack requires about $2^{43.4} \cdot 32=2^{48.4}$ memory bytes.

The time complexity of Step 1 (the data collecting step) is $2^{43.4} 32$-round SHACAL-2 encryptions, and the average time complexity of Step 3 is $\frac{1}{2} \cdot \frac{15}{32}$. $2^{43.4} \cdot 2^{463}=2^{504.2} 32$-round SHACAL-2 encryptions (the factor $\frac{1}{2}$ corresponds to the average fraction of 463 -bit keys which are tested in Step 3). In order to estimate the number of 463 -bit keys which pass the test of Step 3, we use the following statistical method. For a wrong key the value $N F^{17}$ according to each ciphertext behaves randomly. It implies that on average half of the ciphertext pairs satisfy $N F^{17}=N F^{* 17}$ for a wrong key. Hence, in the case of a wrong key, the number of ciphertext pairs satisfying $N F^{17}=N F^{* 17}$ is a binomial random variable $X \sim \operatorname{Bin}\left(2^{42.4}, \frac{1}{2}\right)$. Since this distribution can be approximated by the normal distribution, i.e., $X \sim N\left(\mu, \sigma^{2}\right)$ where $\mu=2^{41.4}$ and $\sigma^{2}=2^{40.4}$, equivalently $Z\left(=\frac{X-\mu}{\sigma}\right) \sim N(0,1)$ (due to the fact that the number of trials $\left(=2^{42.4}\right)$ is large and the success rate for each trial is $\frac{1}{2}$ ), it is easy to see that $\operatorname{Pr}\left[X \geq 2^{41.4}+2^{22}\right]=\operatorname{Pr}[Z \geq 3.5813] \approx 2^{-12.7}$. It follows that the average number of 463 -bit wrong keys that pass the test of Step 3 is about
$1 / 2 \cdot 2^{463} \cdot 2^{-12.7}=2^{449.7}$. (Note that the number of the suggested keys in Step 3 is more than our estimation, because some special wrong keys proposed in [48] produce a non-random value of $\Delta N F^{17}$. However the number of such keys is less than $2^{83}$. Thus, the expected number of wrong keys which are suggested in Step 3 is less than $2^{449.7}+2^{83}$.) So the time complexity of Step 4 is about $2^{449.7} \cdot 2^{49}=2^{498.7} 32$-round SHACAL-2 encryptions, and thus the total time complexity of this attack is about $2^{504.2} 32$-round SHACAL-2 encryptions.

Using the above analysis for the right key with $X \sim \operatorname{Bin}\left(2^{42.4}, \frac{1}{2}+2^{-19.7}\right)$ we can check the probability that the right key passes the test of Step 3 is about 0.98 . Therefore, the success rate of this attack is about 0.98 .

Note: Our attack algorithm can be converted into the key ranking algorithm presented in [117]. That is, instead of keeping the keys whose counters are greater than or equal to $2^{41.4}+2^{22}$ in Step 3, we can keep the $2^{450.3}\left(=2^{463} \cdot 2^{-12.7}\right)$ keys with counters greater than those of the other $\left(2^{462}-2^{450.3}\right)$ keys. By the order statistics presented in [117] the success rate of the key ranking algorithm is 0.98 , which is the same as that of our attack algorithm. However, the key ranking algorithm requires a number of memory bytes for all possible $2^{463}$ keys.

### 4.5 Related-Key Differential-Nonlinear Attack on 35-Round SHACAL-2

In this attack, we show how to extend the previous 14 -round differential to a 25 -round related-key differential, which we combine with the 3 -round nonlinear relation to devise a 28 -round related-key differential-nonlinear distinguisher of SHACAL-2. Finally, we use it to present a key recovery attack on 35 -round SHACAL-2.

### 4.5.1 28-Round Related-Key Differential-Nonlinear Distinguisher

As described in Sect. 2.1.2, the key scheduling algorithm of SHACAL-2 is based on a linear feedback shift register. However, this key scheduling algorithm has a slow difference propagation for the first few round keys. That is, in case the related keys are identical except for the sixth round key $K^{6}$, the expanded round keys $K^{16}, K^{17}, \cdots, K^{20}$ have all zero differences and $K^{21}, K^{22}$ have the $e_{13, \sim}$ and the $e_{31}$ differences, respectively. This difference propagation of related keys enables us to find a 25 -round related-key truncated differential with a high probability. Namely, we can construct a 25 -round related-key truncated differential $\alpha \rightarrow \beta$ for rounds 0 to $24\left(E^{0}\right)$ with probability $2^{-16}$, where
$\alpha=\left(0, e_{31}, 0,0, e_{6,20,25}, 0,0, e_{9,13,19}\right)$ and $\beta=\left(?, ?, ?, e_{13, \sim}, ?, ?, ?, e_{13, \sim}\right)$. See Table 4.8 and Eq. (4.4) for the details of this differential. Note that this related-key truncated differential requires plaintext pairs $\left(P, P^{*}\right)$ with 4-bit fixed values in Eq. (4.4).

$$
\begin{equation*}
a_{31}=c_{31}, \quad f_{6}=g_{6}, \quad f_{20}=g_{20}, \quad f_{25}=g_{25} \tag{4.4}
\end{equation*}
$$

Table 4.8: Related-Key Differential for Rounds 0-24 of SHACAL-2 ( $E^{0}$ )

| $r$ | $\Delta A^{r}$ | $\Delta B^{r}$ | $\Delta C^{r}$ | $\Delta D^{r}$ | $\Delta E^{r}$ | $\Delta F^{r}$ | $\Delta G^{r}$ | $\Delta H^{r}$ | $\Delta K^{r}$ | Prob. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | $e_{31}$ | 0 | 0 | $e_{M_{1}}$ | 0 | 0 | $e_{M_{2}}$ | 0 | $2^{-3}$ |
| 1 | 0 | 0 | $e_{31}$ | 0 | 0 | $e_{M_{1}}$ | 0 | 0 | 0 | $2^{-4}$ |
| 2 | 0 | 0 | 0 | $e_{31}$ | 0 | 0 | $e_{M_{1}}$ | 0 | 0 | $2^{-3}$ |
| 3 | 0 | 0 | 0 | 0 | $e_{31}$ | 0 | 0 | $e_{M_{1}}$ | 0 | $2^{-4}$ |
| 4 | 0 | 0 | 0 | 0 | 0 | $e_{31}$ | 0 | 0 | 0 | $2^{-1}$ |
| 5 | 0 | 0 | 0 | 0 | 0 | 0 | $e_{31}$ | 0 | 0 | $2^{-1}$ |
| 6 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $e_{31}$ | $e_{31}$ | 1 |
| 7 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 |
| : | $\vdots$ | . | : | : | : | : | : | : | : | : |
| 20 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 |
| 21 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $e_{13, \sim}$ | 1 |
| 22 | $e_{13, \sim}$ | 0 | 0 | 0 | $e_{13, \sim}$ | 0 | 0 | 0 | $e_{31}$ | 1 |
| 23 | ? | $e_{13, \sim}$ | 0 | 0 | ? | $e_{13, \sim}$ | 0 | 0 | ? | 1 |
| 24 | ? | ? | $e_{13, \sim}$ | 0 | ? | ? | $e_{13, \sim}$ | 0 | ? | 1 |
| 25 | ? | ? | ? | $e_{13, \sim}$ | ? | ? | ? | $e_{13, \sim}$ |  |  |

$$
M_{1}=\{6,20,25\}, M_{2}=\{9,13,19\}
$$

As in the previous attack, this 25 -round related-key truncated differential works as a distinguisher with a probability of $\frac{1}{2}+2^{-17}\left(=2^{-16}+\frac{1}{2} \cdot\left(1-2^{-16}\right)\right)$. The converted distinguisher follows: if the plaintext pairs $P, P^{*}$ have difference ( $0, e_{31}, 0,0, e_{6,20,25}, 0,0, e_{9,13,19}$ ) and meet Eq. (4.4), then $h_{0}^{25}=h_{0}^{* 25}$ with a probability of $\frac{1}{2}+2^{-17}$. In order to check this probability, we also performed a series of 5 simulations using $2^{34}$ plaintext pairs each (for any two simulations we used different random related keys and different plaintext pairs) and we found that each of our simulations follows the estimated probability (since the 25 -round distinguisher has a probability of $\frac{1}{2}+2^{-17}$, we expect about $2^{33}+131072\left(=2^{34} \cdot\left(\frac{1}{2}+2^{-17}\right)\right)$ pairs out of $2^{34}$ plaintext pairs which satisfy $h_{0}^{25}=h_{0}^{* 25}$; in our 5 simulations, we obtained the following number: $2^{33}+$ $\left.128629,2^{33}+130921,2^{33}+138897,2^{33}+143916,2^{33}+145975\right)$.

As mentioned before, we concatenate the 3 -round nonlinear relation to the above distinguisher in order to obtain a stronger distinguisher. Since given the $P, P^{*}$ pairs, $h_{0}^{25}=h_{0}^{* 25}$ with a probability of approximately $\frac{1}{2}+2^{-17}$, we have the equation $N F^{28}=N F^{* 28}$ with the same probability. Equivalently, we obtain
the following equation

$$
\begin{equation*}
M N F^{28}=M N F^{* 28} \tag{4.5}
\end{equation*}
$$

with a bias of approximately $2^{-17}$, where $M N F^{28}=N F^{28} \oplus c s t_{0}^{25} \oplus k_{0}^{25}$. Thus, we have a 28 -round related-key differential-nonlinear distinguisher with a bias of approximately $2^{-17}$.

### 4.5.2 Key Recovery Attack

We assume that 35 -round SHACAL-2 uses related keys with difference ( $0,0,0$, $\left.0,0,0, e_{31}, 0,0,0,0,0,0,0,0,0\right)$. In our attack, we apply our 28 -round distinguisher to retrieve the master key pair of 35 -round SHACAL-2. The basic idea of this attack is the same as that of the differential-nonlinear attack on 32-round SHACAL-2. The attack procedure is as follows.

1. Prepare 5 pools of $2^{39}$ plaintext pairs $\left(P_{i, j}, P_{i, j}^{*}\right), i=0,1, \cdots, 4, j=$ $0,1, \cdots, 2^{39}-1$, that have difference $\alpha$ and meet Eq. (4.4). Note that each $P_{i, j}$ is encrypted using a key $K$, and each $P_{i, j}^{*}$ is encrypted using a key $K^{*}$ where $K$ and $K^{*}$ have difference ( $0,0,0,0,0,0, e_{31}, 0,0,0,0,0,0,0,0,0$ ). Encrypt all these plaintext pairs to get the 5 pools of $2^{39}$ ciphertext pairs $\left(C_{i, j}, C_{i, j}^{*}\right)$.
2. Guess a 207 -bit subkey pair $\left(s k, s k^{*}\right)$. A subkey $s k$ represents $K^{34}, K^{33}, K^{32}$, $K^{31}, k_{0}^{30}, k_{1}^{30}, \cdots, k_{25}^{30}, k_{0}^{29}, k_{1}^{29}, \cdots, k_{25}^{29}, k_{0}^{28}, k_{1}^{28}, \cdots, k_{24}^{28}, k_{0}^{27}, k_{0}^{26}$ and the other subkey $s k^{*}$ represents $K^{* 34}, K^{* 33}, K^{* 32}, K^{* 31}, k_{0}^{* 30}, k_{1}^{* 30}, \cdots, k_{25}^{* 30}$, $k_{0}^{* 29}, k_{1}^{* 29}, \cdots, k_{25}^{* 29}, k_{0}^{* 28}, k_{1}^{* 28}, \cdots, k_{24}^{* 28}, k_{0}^{* 27}, k_{0}^{* 26}$.
3. For $i=0$ to 4 do the following :
(a) Partially decrypt all $2^{39}$ ciphertexts $C_{i, j}$ (resp. $C_{i, j}^{*}$ ) using the $s k$ subkey (resp. the $s k^{*}$ subkey), and check Eq. (4.5). If the number of ciphertext pairs satisfying Eq. (4.5) is greater than $2^{38}-2^{21.6}$ and less than $2^{38}+2^{21.6}$ (for any of $i$ ), then go to Step 2 .
4. For the suggested subkey $s k$, do an exhaustive search for the 305 -bit remaining keys using trial encryption (for the suggested subkey $s k$, we use two known plaintext and ciphertext pairs for the trial encryption). If a 512 -bit key $k^{\prime}$ is suggested, output the $k^{\prime}$ key as a master key of 35 -round SHACAL-2. In this case, we also output the key $k^{\prime} \oplus\left(0,0,0,0,0,0, e_{31}, 0,0,0\right.$, $0,0,0,0,0,0)$ as the related master key of 35 -round SHACAL- 2 . Otherwise, go to Step 2. In case 207-bit subkey pairs $\left(s k, s k^{*}\right)$ are all tested and there does not exist a suggested key $k^{\prime}$, we stop this algorithm without output.

The data complexity of this attack is about $2^{42.3}\left(\approx 5 \cdot 2 \cdot 2^{39}\right)$ related-key chosen plaintexts and the memory requirement of this attack is about $5 \cdot 2 \cdot 2^{39} \cdot \frac{256}{8}=$ $2^{47.3}$ memory bytes.

To compute the time complexity of Step 3 we should estimate the survived fraction of subkey pairs $\left(s k, s k^{*}\right)$ with respect to each loop $i$. As in the previous differential-nonlinear attack on 32-round SHACAL-2, the number of ciphertext pairs satisfying Eq. (4.5) behaves like a binomial random variable $X \sim$ $\operatorname{Bin}\left(2^{39}, \frac{1}{2}\right)$ for a wrong key. Thus, $X$ is approximated according to the normal distribution $N\left(\mu, \sigma^{2}\right)$ where $\mu=2^{38}$ and $\sigma^{2}=2^{37}$, equivalently $Z\left(=\frac{X-\mu}{\sigma}\right) \sim$ $N(0,1)$. Since $\operatorname{Pr}\left[X \geq 2^{38}+2^{21.6}\right.$ or $\left.X \leq 2^{38}-2^{21.6}\right]=\operatorname{Pr}[Z \geq 8.5742$ or $Z \leq$ $-8.5742] \approx 2^{-53.3}$, the surviving fraction of subkey pairs with respect to each loop $i$ is about $2^{-53.3}$. It follows that after the $i^{\text {th }}$ loop the number of surviving subkey pairs is about $\left(2^{207}\right)^{2} \cdot 2^{-53.3 \cdot(i+1)}$. Hence the average time complexity of Step 3 is about $\sum_{i=0}^{4} 2^{39} \cdot 2 \cdot\left(2^{207}\right)^{2} \cdot 2^{-53.3 \cdot i} \cdot \frac{7}{35} \cdot \frac{1}{2}=2^{450.6} 35$-round SHACAL-2 encryptions. Since the number of surviving subkey pairs in Step 3 is about $\left(2^{207}\right)^{2} \cdot 2^{-53.3 \cdot 5} \cdot 1 / 2=2^{146.7}$, the average time complexity of Step 4 is about $2^{146.7} \cdot 2^{305} \cdot \frac{7}{35}=2^{449.2} 35$-round SHACAL-2 encryptions. Thus, the total average time complexity of this attack is about $2^{450.6}+2^{449.2}=2^{451.1} 35$-round SHACAL-2 encryptions.

In order to compute the success rate of this attack we check the probability that the right subkey pair survives in Step 3. For the right subkey pair Eq. (4.5) holds with a probability of approximately $\frac{1}{2}+2^{-17}$ or $\frac{1}{2}-2^{-17}$. If the probability is approximately $\frac{1}{2}+2^{-17}$, we have $X \sim \operatorname{Bin}\left(2^{39}, \frac{1}{2}+2^{-17}\right.$ ) (i.e., $X \sim N\left(\mu, \sigma^{2}\right)$ where $\mu=2^{38}+2^{22}$ and $\left.\sigma^{2}=\mu \cdot\left(\frac{1}{2}-2^{-17}\right)\right)$ where $X$ is the number of ciphertext pairs satisfying Eq. (4.5) for the right subkey pair. Using the above analysis we can check the probability that the right subkey pair survives in each loop of Step 3 is about $1-2^{-8.34}\left(\approx \operatorname{Pr}\left[X \geq 2^{38}+2^{21.6}\right]=\operatorname{Pr}[Z \geq-2.7395]\right)$. It follows that the probability that the right subkey pair survives in Step 3 is about $0.98\left(\approx\left(1-2^{-8.34}\right)^{5}\right)$. If Eq. (4.5) holds with a probability of approximately $\frac{1}{2}-2^{-17}$, we have the same result. Therefore, the success rate of this attack is about 0.98 .

### 4.6 Related-Key Rectangle Attack on 42-Round SHACAL-2

In this section, we use the following two properties in SHACAL-2 along with Properties 1 and 3.

Property 5 Consider the difference propagation between a pair of data for any four consecutive rounds $i$ to $i+3$. If the difference $\left(\Delta A^{i}, \Delta B^{i}, \cdots, \Delta H^{i}\right)$ just before the $i$-th round is known, then we have the following properties:

1. The differences $\Delta B^{i+1}, \Delta C^{i+1}, \Delta D^{i+1}, \Delta F^{i+1}, \Delta G^{i+1}$ and $\Delta H^{i+1}$ just before the $(i+1)$-th round can be determined; they are equal to $\Delta A^{i}, \Delta B^{i}$, $\Delta C^{i}, \Delta E^{i}, \Delta F^{i}$ and $\Delta G^{i}$, respectively.
2. The differences $\Delta C^{i+2}, \Delta D^{i+2}, \Delta G^{i+2}$ and $\Delta H^{i+2}$ just before the $(i+2)$ th round can be determined; they are equal to $\Delta A^{i}, \Delta B^{i}, \Delta E^{i}$ and $\Delta F^{i}$, respectively.
3. The differences $\Delta D^{i+3}$ and $\Delta H^{i+3}$ just before the $(i+3)$-th round can be determined; they are equal to $\Delta A^{i}$ and $\Delta E^{i}$, respectively.

Property 6 Let the two related keys $K$ and $K^{*}$ have difference $e_{31}$ in both the 0 -th and 9-th round keys and have all zero difference in the other round keys of the first 16 rounds, then we can conclude by the key schedule that the round keys from 16 to 23 (i.e., $K^{16}, K^{17}, \cdots, K^{23}$ ) have all zero differences, for the following equation holds with probability 1,

$$
\begin{aligned}
K^{* 16} & =\sigma_{1}\left(K^{* 14}\right)+K^{* 9}+\sigma_{0}\left(K^{* 1}\right)+K^{* 0} \\
& =\sigma_{1}\left(K^{14}\right)+\left(K^{9} \oplus e_{31}\right)+\sigma_{0}\left(K^{1}\right)+\left(K^{0} \oplus e_{31}\right) \\
& =\sigma_{1}\left(K^{14}\right)+K^{9}+\sigma_{0}\left(K^{1}\right)+K^{0} \\
& =K^{16} .
\end{aligned}
$$

Based on Properties 1, 3 and 6, we explore a 34-round related-key rectangle distinguisher, which can be directly used to mount a related-key rectangle attack on 38 -round SHACAL-2. By Property 5, we can partially determine whether a candidate quartet is a valid one earlier than usual: if not, we can discard it immediately, which results in fewer computations in the remaining steps and may allow us to proceed by guessing one or more round subkeys, depending on how many candidate quartets are remaining. In the case of SHACAL-2, we find that this early abort technique can allow us to break two more rounds, that is, 40-round SHACAL-2 can be broken faster than exhaustive key search. Finally, based on several other delicate observations, we mount a related-key rectangle attack on 42-round SHACAL-2. The details are as follows.

### 4.6.1 34-Round Related-Key Rectangle Distinguisher of TYPE 1

The key schedule of SHACAL-2 has the property that if the two related keys $K$ and $K^{*}$ have non-zero difference in only one word, then the $22-n d$ round key is the furthest round key such that all the round keys from rounds 16 to 22 have all zero differences, while if they have non-zero difference in two, three or more words, then the $23-r d$ round key is the furthest round key that has such a property. As

Table 4.9: Related-Key Differential for Rounds 1-24 ( $E^{0}$ ) and the Preceding Differential for Round $0\left(E^{b}\right)$ of SHACAL-2

| $r$ | $\Delta A^{r}$ | $\Delta B^{r}$ | $\Delta C^{r}$ | $\Delta D^{r}$ | $\Delta E^{r}$ | $\Delta F^{r}$ | $\Delta G^{r}$ | $\Delta H^{r}$ | $\Delta K^{r}$ | Prob. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | $e_{M}$ | $e_{31}$ | - | $e_{9,13,19}$ | $e_{18,29}$ | $e_{31}$ | - | $e_{31}$ | . |
| 1 | 0 | 0 | $e_{M}$ | $e_{31}$ | 0 | $e_{9,13,19}$ | $e_{18,29}$ | $e_{31}$ | 0 | 1 |
| 2 | $e_{31}$ | 0 | 0 | $e_{M}$ | 0 | 0 | $e_{9,13,19}$ | $e_{18,29}$ | 0 | $2^{-12}$ |
| 3 | 0 | $e_{31}$ | 0 | 0 | $e_{6,20,25}$ | 0 | 0 | $e_{9,13,19}$ | 0 | $2^{-7}$ |
| 4 | 0 | 0 | $e_{31}$ | 0 | 0 | $e_{6,20,25}$ | 0 | 0 | 0 | $2^{-4}$ |
| 5 | 0 | 0 | 0 | $e_{31}$ | 0 | 0 | $e_{6,20,25}$ | 0 | 0 | $2^{-3}$ |
| 6 | 0 | 0 | 0 | 0 | $e_{31}$ | 0 | 0 | $e_{6,20,25}$ | 0 | $2^{-4}$ |
| 7 | 0 | 0 | 0 | 0 | 0 | $e_{31}$ | 0 | 0 | 0 | $2^{-1}$ |
| 8 | 0 | 0 | 0 | 0 | 0 | 0 | $e_{31}$ | 0 | 0 | $2^{-1}$ |
| 9 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $e_{31}$ | $e_{31}$ | 1 |
| 10 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 |
| : |  |  |  | : |  |  |  |  | : | $\vdots$ |
| 23 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 |
| 24 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | . | $2^{-6}$ |
| 25 | $e_{13,24,28}$ | 0 | 0 | 0 | $e_{13,24,28}$ | 0 | 0 | 0 | . | . |

$M=\{6,9,18,20,25,29\}$
stated in Property 6, if the two related keys $K$ and $K^{*}$ have the difference $e_{31}$ in both the 0 -th and 9 -th round keys and have all zero difference in the other first 16 round keys, then the round keys from 16 until 23 have all zero differences. Moreover, we observe that these related keys $K$ and $K^{*}$ produce $K^{24}=L_{0}+L_{1}$ and $K^{* 24}=L_{0}+\left(L_{1} \oplus e_{13,24,28}\right)$, respectively, where $L_{0}=\sigma_{1}\left(K^{22}\right)+K^{17}+K^{8}$ and $L_{1}=\sigma_{0}\left(K^{9}\right)$. This property is used in building the $24-t h$ round of our first related-key differential, which is described in Table 4.9.

To make maximal use of Property 5, we use the first round of the differential (denoted $E^{b}$ ) for key recovery in our following attacks on 40 and 42 -round SHACAL-2. As the first part of our related-key rectangle distinguisher we use a 24 -round ( $1 \sim 24$, denoted $E^{0}$ ) related-key differential $\alpha \rightarrow \beta$ with probability $2^{-38}:\left(0,0, e_{6,9,18,20,25,29}, e_{31}, 0, e_{9,13,19}, e_{18,29}, e_{31}\right) \rightarrow\left(e_{13,24,28}, 0,0,0, e_{13,24,28}, 0\right.$, $0,0)$. Note that our 24 -round related-key differential described in Table 4.9 requires the following 12 -bit conditions on the two inputs to round $1,\left(A^{1}, B^{1}, C^{1}\right.$, $\left.D^{1}, E^{1}, F^{1}, G^{1}, H^{1}\right)$ and $\left(A^{* 1}, B^{* 1}, C^{* 1}, D^{* 1}, E^{* 1}, F^{* 1}, G^{* 1}, H^{* 1}\right)$ with difference $\alpha$ :

$$
\begin{array}{cccc}
a_{6}^{1}=b_{6}^{1}, & a_{9}^{1}=b_{9}^{1}, & a_{18}^{1}=b_{18}^{1}, & a_{20}^{1}=b_{20}^{1}, \\
a_{25}^{1}=b_{25}^{1}, & a_{29}^{1}=b_{29}^{1}, & a_{31}^{1}=b_{31}^{1}, & e_{9}^{1}=0,  \tag{4.6}\\
e_{13}^{1}=0, & e_{18}^{1}=1, & e_{19}^{1}=0, & e_{29}^{1}=1,
\end{array}
$$

where $a_{i}^{1}, b_{i}^{1}$ and $e_{i}^{1}$ are the $i$-th bits of $A^{1}, B^{1}$ and $E^{1}$, respectively. If the two input values to round 1 meet the $\alpha$ difference and Eq. (4.6), we can remove the

Table 4.10: Differential for Rounds 25-34 of SHACAL-2 ( $E^{1}$ )

| $r$ | $\Delta A^{r}$ | $\Delta B^{r}$ | $\Delta C^{r}$ | $\Delta D^{r}$ | $\Delta E^{r}$ | $\Delta F^{r}$ | $\Delta G^{r}$ | $\Delta H^{r}$ | Prob. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 25 | $e_{31}$ | $e_{31}$ | $e_{M^{\prime}}$ | 0 | 0 | $e_{9,13,19}$ | $e_{18,29,31}$ | 0 | $2^{-15}$ |
| 26 | $e_{31}$ | $e_{31}$ | $e_{31}$ | $e_{M^{\prime}}$ | 0 | 0 | $e_{9,13,19}$ | $e_{18,29,31}$ | $2^{-12}$ |
| 27 | 0 | $e_{31}$ | $e_{31}$ | $e_{31}$ | $e_{6,20,25}$ | 0 | 0 | $e_{9,13,19}$ | $2^{-7}$ |
| 28 | 0 | 0 | $e_{31}$ | $e_{31}$ | $e_{31}$ | $e_{6,20,25}$ | 0 | 0 | $2^{-8}$ |
| 29 | 0 | 0 | 0 | $e_{31}$ | $e_{31}$ | $e_{31}$ | $e_{6,20,25}$ | 0 | $2^{-7}$ |
| 30 | 0 | 0 | 0 | 0 | $e_{31}$ | $e_{31}$ | $e_{31}$ | $e_{6,20,25}$ | $2^{-4}$ |
| 31 | 0 | 0 | 0 | 0 | 0 | $e_{31}$ | $e_{31}$ | $e_{31}$ | 1 |
| 32 | 0 | 0 | 0 | 0 | 0 | 0 | $e_{31}$ | $e_{31}$ | $2^{-1}$ |
| 33 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $e_{31}$ | 1 |
| 34 | $e_{31}$ | 0 | 0 | 0 | $e_{31}$ | 0 | 0 | 0 | $2^{-11}$ |
| 35 | $e_{M}$ | $e_{31}$ | 0 | 0 | $e_{6,20,25}$ | $e_{31}$ | 0 | 0 | $\cdot$ |

$$
M=\{6,9,18,20,25,29\}, M^{\prime}=\{6,9,18,20,25,29,31\}
$$

differential probabilities incurred by the $C h$ and $M a j$ functions in rounds 1 and 2 (for round 2, only the condition $a_{31}^{1}=b_{31}^{1}$ is used).

The second part of our related-key rectangle distinguisher is a 10 -round differential for rounds 25 to 34 : ( $e_{31}, e_{31}, e_{6,9,18,20,25,29,31}, 0,0, e_{9,13,19}, e_{18,29,31}$, $0) \rightarrow\left(e_{6,9,18,20,25,29}, e_{31}, 0,0, e_{6,20,25}, e_{31}, 0,0\right)$, which holds with probability $2^{-65}$ (see Table 4.10).

To compute $\widehat{p^{*}}$ (resp. $\widehat{q}$ ), we need to sum the square of the probabilities of all the differentials with input difference $\alpha$ through $E^{0}$ (resp. all the differentials with output difference $\delta$ through $E^{1}$ ), which is computationally infeasible. As an approximative solution, to compute $\widehat{p^{*}}$ (resp. $\widehat{q}$ ), we have counted over various similar differentials by changing the last round of the first relatedkey differential (resp. the first round of the second differential), which results in $\widehat{p^{*}}=2^{-37}$ and $\widehat{q}=2^{-63.4}$. Therefore, we can obtain a lower bound $2^{-456.8}(=$ $\left.\left(2^{-37} \cdot 2^{-63.4}\right)^{2} \cdot 2^{-256}\right)$ for the probability of our 34 -round related-key rectangle distinguisher (rounds 1 to 34).

### 4.6.2 Key Recovery Attack on 40-Round SHACAL-2

We are now ready to explain our related-key rectangle attack on 40-round SHACAL-2. Assume that 40-round SHACAL-2 uses related keys $K$ and $K^{*}$ with difference $\left(e_{31}, 0,0,0,0,0,0,0,0, e_{31}, 0,0,0,0,0,0\right)$. First, we use the 34 round related-key rectangle distinguisher to obtain a small portion of subkey candidates in rounds $0,35,36,37,38$ and 39 . Second, we perform an exhaustive search for the obtained subkey candidates and the remaining key bits to recover the 512 -bit related keys $K$ and $K^{*}$. In order to apply the 34 -round distinguisher to this attack, we need to collect enough input pairs to round 1 which meet the
$\alpha$ difference and Eq. (4.6). For this, we use enough pairs of plaintext structures. The details of our attack are as follows:

1. Choose $2^{178.4}$ structures $S_{i}$ of $2^{64}$ plaintexts $P_{i, l}$ each, $i=1,2, \cdots, 2^{178.4}$, $l=1,2, \cdots, 2^{64}$, where in each structure the 192 bits of the words $A, B, C$, $E, F, G$ are fixed. With a chosen plaintext attack scenario, obtain all the corresponding ciphertexts under the key $K$, denoted $C_{i, l}$.
2. Compute $2^{178.4}$ structures $S_{i}^{*}$ of $2^{64}$ plaintexts each by XORing the plaintexts in $S_{i}$ with the 256 -bit value ( $0, e_{6,9,18,20,25,29}, e_{31}, 0, e_{9,13,19}, e_{18,29}, e_{31}$, $0)$. With a chosen plaintext attack scenario, obtain all the corresponding ciphertexts under the key $K^{*}$.
3. Guess a 32-bit subkey $K^{0}$ in round 0 and compute $K^{* 0}=K^{0} \oplus e_{31}$. Encrypt each plaintext $P_{i, l}$ through round 0 with $K^{0}$ to get its intermediate value just after round 0 . We denote the encrypted value by $x_{i, l}$. Check if $x_{i, l}$ meets Eq. (4.6). If it does, compute $x_{i, l}^{*}=x_{i, l} \oplus \alpha$ and then decrypt $x_{i, l}^{*}$ through round 0 with $K^{* 0}$ to get its plaintext, denoted by $P_{i, l}^{*}$. Find $P_{i, l}^{*}$ in $S_{i}^{*}$. We denote by $C_{i, l}^{*}$ the ciphertext corresponding to $P_{i, l}^{*}$.
4. Guess a 96 -bit subkey pair $\left(\left(K^{37}, K^{38}, K^{39}\right),\left(K^{* 37}, K^{* 38}, K^{* 39}\right)\right)$ in rounds 37,38 and 39 . For the guessed subkey pair, do the following:
(a) Decrypt all the ciphertexts $C_{i, l}$ through rounds 37,38 and 39 with $K^{37}, K^{38}$ and $K^{39}$ to get their intermediate values just before round 37 . We denote these values by $C_{i, l}^{37}$. Keep them in a table. Again, decrypt all the ciphertexts $C_{i, l}^{*}$ through rounds 37,38 and 39 with $K^{* 37}, K^{* 38}$ and $K^{* 39}$ to get their intermediate values just before round 37 . We denote these values by $C_{i, l}^{* 37}$. Keep them in another table.
(b) Check if $C_{i_{0}, l_{0}}^{37} \oplus C_{i_{1}, l_{1}}^{37}$ and $C_{i_{0}, l_{0}}^{* 37} \oplus C_{i_{1}, l_{1}}^{* 37}$ belong to $\delta(2)$, for all $1 \leq$ $i_{0}<i_{1} \leq 2^{178.4}, 1 \leq l_{0}, l_{1} \leq 2^{64}$ and all $1 \leq i_{0}=i_{1} \leq 2^{178.4}$, $1 \leq l_{0}<l_{1} \leq 2^{64}$, where $\delta(2)$ is the set of all the possible differences caused by the $\delta$ difference after 2 rounds. Record ( $K^{0}, K^{37}, K^{38}, K^{39}$ ) and all the qualified quartets and then go to Step 5.
5. Guess a 32 -bit subkey pair $\left(K^{36}, K^{* 36}\right)$ in round 36 . For the guessed subkey pair, do the following:
(a) For each remaining quartet $\left(C_{i_{0}, l_{0}}^{37}, C_{i_{1}, l_{1}}^{37}, C_{i_{0}, l_{0}}^{* 37}, C_{i_{1}, l_{1}}^{* 37}\right)$, decrypt $C_{i_{0}, l_{0}}^{37}$ and $C_{i_{1}, l_{1}}^{37}$ through round 36 with $K^{36}$ to get their intermediate values just before round 36 , and decrypt $C_{i_{0}, l_{0}}^{* 37}$ and $C_{i_{1}, l_{1}}^{* 37}$ through round 36 with $K^{* 36}$ to get their intermediate values just before round 36 . We denote the decrypted quartet by $\left(C_{i_{0}, l_{0}}^{36}, C_{i_{1}, l_{1}}^{36}, C_{i_{0}, l_{0}}^{* 36}, C_{i_{1}, l_{1}}^{* 36}\right)$.
(b) Check if $C_{i_{0}, l_{0}}^{36} \oplus C_{i_{1}, l_{1}}^{36}$ and $C_{i_{0}, l_{0}}^{* 36} \oplus C_{i_{1}, l_{1}}^{* 36}$ belong to $\delta(1)$, where $\delta(1)$ is the set of all the possible differences caused by the $\delta$ difference after 1 round. Record ( $K^{0}, K^{36}, K^{37}, K^{38}, K^{39}$ ) and all the qualified quartets and then go to Step 6.
6. Guess a 32 -bit subkey pair $\left(K^{35}, K^{* 35}\right)$ in round 35 . For the guessed subkey pair, do the following:
(a) For each remaining quartet $\left(C_{i_{0}, l_{0}}^{36}, C_{i_{1}, l_{1}}^{36}, C_{i_{0}, l_{0}}^{* 36}, C_{i_{1}, l_{1}}^{* 36}\right)$, decrypt $C_{i_{0}, l_{0}}^{36}$ and $C_{i_{1}, l_{1}}^{36}$ through round 35 with $K^{35}$ to get their intermediate values just before round 35 , and decrypt $C_{i_{0}, l_{0}}^{* 36}$ and $C_{i_{1}, l_{1}}^{* 36}$ through round 35 with $K^{* 35}$ to get their intermediate values just before round 35 . We denote the decrypted quartet by $\left(C_{i_{0}, l_{0}}^{35}, C_{i_{1}, l_{1}}^{35}, C_{i_{0}, l_{0}}^{* 35}, C_{i_{1}, l_{1}}^{* 35}\right)$.
(b) Check if $C_{i_{0}, l_{0}}^{35} \oplus C_{i_{1}, l_{1}}^{35}=C_{i_{0}, l_{0}}^{* 35} \oplus C_{i_{1}, l_{1}}^{* 35}=\delta$. If there exist more than 5 quartets passing this $\delta$ test, record ( $K^{0}, K^{35}, K^{36}, K^{37}, K^{38}, K^{39}$ ) and go to Step 7. Otherwise, repeat Step 6 with another guessed key pair (if all the possible key pairs for round 35 are tested, then repeat Step 5 with another guessed key pair for round 36 ; if all the possible key pairs for round 36 are tested, then repeat Step 4 with another guessed key pair for rounds 37,38 and 39 ; if all the possible key pairs for rounds 37,38 and 39 are tested, then repeat Step 3 with another guessed key pair for round 0 ).
7. For a suggested $\left(K^{0}, K^{35}, K^{36}, K^{37}, K^{38}, K^{39}\right)$, perform an exhaustive search for the remaining 320 key bits using trial encryption. If a 512 -bit key is suggested, output it as the master key of the 40 -round SHACAL-2. Otherwise, run the above steps with another guess of subkey pair.

This attack requires $2^{243.4}$ related-key chosen plaintexts. The required memory for this attack is dominated by Step 4 , which is approximately $2^{243.4} \cdot 32=$ $2^{247.4}$ memory bytes.

The time complexities of Steps 1 and 2 are $2^{243.4} 40$-round SHACAL-2 encryptions each. The time complexity of Step 3 is about $\left(2^{242.4}+2^{230.4}\right) \cdot 2^{32} \cdot \frac{1}{40} \cdot \frac{1}{2}=$ $2^{268.1} 40$-round SHACAL-2 encryptions on average, for Eq. (4.6) has a 12 -bit filtering. Moreover, for each guessed subkey pair, we have about $2^{230.4 \times 2} / 2=2^{459.8}$ quartets tested in Step 4. Since the decryptions in Step 4 can be done independent of Step 3, Step 4 requires on average about $2^{231.4} \cdot 2^{192} \cdot \frac{3}{40} \cdot \frac{1}{2}=2^{418.6}$ 40-round SHACAL-2 encryptions and about $2^{231.4} \cdot 2^{192} \cdot 2^{32} \cdot \frac{1}{2}=2^{454.4}$ memory accesses.

From the difference $\delta$, we can determine the differences in the words $C, D, G$, and $H$ of every possible difference in the set $\delta(2)$. Moreover, we observe that there
are about $2^{28}$ possible differences in $B$ and $2^{17}$ possible differences in $F$ of $\delta(2)$. Hence, there are about $2^{64+28+17}=2^{109}$ possible differences in $\delta(2)$. It follows that about $2^{459.8} \cdot 2^{(-256+109) \cdot 2}=2^{165.8}$ quartets are suggested in Step 4. Since Step 5-(a) runs about $2^{287}$ times on average (equivalent to the number of guessed subkey pairs), it requires about $2^{165.8} \cdot 4 \cdot 2^{287} \cdot \frac{1}{40}=2^{449.4} 40$-round SHACAL-2 encryptions. Similarly, $\delta(1)$ and $\delta$ additionally have a 64 -bit and a 45 -bit filtering, so about $2^{165.8} \cdot 2^{-64 \cdot 2}=2^{37.8}$ and $2^{37.8} \cdot 2^{-45 \cdot 2}=2^{-52.2}$ quartets (for each wrong guess of subkey pairs) are expected to be suggested in Steps 5 and 6 , respectively, and thus Step 6 requires on average about $2^{37.8} \cdot 4 \cdot 2^{352} \cdot \frac{1}{40} \cdot \frac{1}{2}=2^{385.4} 40$-round SHACAL-2 encryptions. By the Poisson distribution $X \sim \operatorname{Poi}\left(\lambda=2^{-52.2}\right)$, $\operatorname{Pr}_{X}[X>5] \approx 2^{-323}$, the expected number of wrong subkey pairs suggested in Step 6 is about $2^{-323} \cdot 2^{352}=2^{29}$. It follows that the average time complexity of Step 7 is about $2^{348}\left(=2^{29} \cdot 2^{320} \cdot \frac{1}{2}\right)$ 40-round SHACAL-2 encryptions. Therefore, the total average time complexity of this attack is about $2^{449.4} 40$-round SHACAL-2 encryptions.

If the guessed subkey pair is right, then the expected number of the quartets suggested in Step 6 is about $2^{459.8} \cdot 2^{-456.8}=2^{3}$, for about $2^{459.8}$ quartets are tested in this attack and the 34-round related-key rectangle distinguisher holds with probability $2^{-456.8}$. Thus, the probability that the number of remaining quartets for the right subkey pair is larger than 5 is 0.8 by the Poisson distribution, $X \sim \operatorname{Poi}\left(\lambda=2^{3}\right), \operatorname{Pr}_{X}[X>5] \approx 0.8$. Hence, this attack works with a success probability of 0.8 .

Note: We can reduce the time complexity of our attack on 40-round SHACAL-2 down to $2^{447.4} 40$-round SHACAL-2 encryptions by adopting the following two delicate improvements. First, we only guess the least significant 31 bits of the subkey $K^{0}$ in Step 3, due to the fact that the most significant bit in the key difference is fixed. Second, we guess the least significant 31 bits of the subkey pairs $\left(K^{36}, K^{* 36}\right)$ and the difference between their most significant bits to check the $\delta(1)$ test in Step 5 , instead of guessing all the 32-bit values of the subkey pairs. In Step 6, we guess the least significant 31 bits of the subkey pairs $\left(K^{35}, K^{* 35}\right)$ and the difference between their most significant bits to check the $\delta$ test. Since the total time complexity of this attack is dominated by Step 5-(a), it is reduced by a factor of 4 .

### 4.6.3 Key Recovery Attack on 42-Round SHACAL-2

We now improve the above attack to break 42-round SHACAL-2 by guessing additive differences between related subkey pairs, instead of guessing actual values of them. Our improved attack is based on the following observations.

Observation 1. If we know the actual values of $\left(A^{i}, B^{i}, \cdots, H^{i}\right)$ and $\left(A^{* i}, B^{* i}\right.$, $\cdots, H^{* i}$ ), and the additive difference between $K^{i-1}$ and $K^{* i-1}$, then we know the actual values of $\left(A^{i-1}, B^{i-1}, \cdots, G^{i-1}\right)$ and $\left(A^{* i-1}, B^{* i-1}, \cdots, G^{* i-1}\right)$, and the additive difference between $H^{i-1}$ and $H^{* i-1}$.

Observation 2. If we know the actual values of ( $A^{i-1}, B^{i-1}, \cdots, G^{i-1}$ ) and $\left(A^{* i-1}, B^{* i-1}, \cdots, G^{* i-1}\right)$, and the additive difference between $H^{i-1}$ and $H^{* i-1}$, then we know the actual values of $\left(A^{i-5}, B^{i-5}, C^{i-5}\right)$ and $\left(A^{* i-5}, B^{* i-5}, C^{* i-5}\right)$, and the additive difference between $D^{i-5}$ and $D^{* i-5}$.

Observation 3. The additive difference between 32 -bit words $X$ and $Y$ is the same as their XOR difference if $X \oplus Y=0$ or $X \oplus Y=e_{31}$.

Based on these observations, the above attack algorithm can be improved to an attack on 42-round SHACAL-2, which uses the early abort technique one step earlier. The improved attack procedure goes as follows:

- We run the above Steps 1, 2 and 3 .
- In Step 4 , we guess a 64 -bit subkey pair $\left(\left(K^{40}, K^{41}\right),\left(K^{* 40}, K^{* 41}\right)\right)$ and an additive difference between $K^{39}$ and $K^{* 39}$, and then decrypt all the ciphertexts to obtain the actual values of $\left(A^{39}, B^{39}, \cdots, G^{39}\right)$ and $\left(A^{* 39}, B^{* 39}, \cdots\right.$, $G^{* 39}$ ), and the additive difference between $H^{39}$ and $H^{* 39}$ (by Observation 1). It allows to deduce $\left(A^{35}, B^{35}, C^{35}\right)$ and $\left(A^{* 35}, B^{* 35}, C^{* 35}\right)$, and the additive difference between $D^{35}$ and $D^{* 35}$ (by Observation 2), so we can discard some wrong quartets by checking if the decrypted quartets satisfy the first half of the $\delta$ difference. Since it has a 256 -bit filtering for each decrypted quartet, about $2^{459.8} \cdot 2^{-256}=2^{203.8}$ quartets are suggested. This step requires about $2^{64 \cdot 2+32} \cdot 2^{231.4} \cdot \frac{7}{42} \cdot \frac{1}{2}=2^{387.8} 42$-round SHACAL-2 encryptions and $2^{64 \cdot 2+64} \cdot 2^{231 \cdot 4} \cdot \frac{1}{2}=2^{422.4}$ memory accesses on average.
- In Step 5 , we guess a 64 -bit subkey pair of $\left(K^{38}, K^{39}\right)$ and $\left(K^{* 38}, K^{* 39}\right)$ (note the additive difference between $K^{39}$ and $K^{* 39}$ is fixed in the previous step), and then decrypt all the remaining quartets to obtain their input values of round 38 . Since $H^{38}$ is the same as $E^{35}$, we can discard all the quartets which do not satisfy the $e_{6,20,25}$ XOR difference in $H^{38}$. It has a 64 -bit filtering for each decrypted quartet, so about $2^{203.8} \cdot 2^{-64}=$ $2^{139.8}$ quartets are suggested. This step requires on average about $2^{64 \cdot 4+32}$. $2^{203.8+2} \cdot \frac{1}{42} \cdot \frac{1}{2}=2^{487.4} 42$-round SHACAL-2 encryptions.
- In Step 6 , we guess an additive difference between $K^{37}$ and $K^{* 37}$ to check if the remaining quartets satisfy the $e_{31}$ difference in $H^{37}$, which is the same as $F^{35}$. In Step 7 , we guess a 64 -bit subkey pair of $\left(K^{36}, K^{37}\right)$ and
$\left(K^{* 36}, K^{* 37}\right)$ (note the additive difference between $K^{37}$ and $K^{* 37}$ is fixed in the previous step) to check if the remaining quartets have a zero difference in $H^{36}$, which is the same as $G^{35}$. In Step 8, we guess a 64 -bit subkey pair of $\left(K^{35}, K^{36}\right)$ and $\left(K^{* 35}, K^{* 36}\right)$ (note the additive difference between $K^{36}$ and $K^{* 36}$ is fixed in the previous step) to check if the remaining quartets have a zero difference in $H^{35}$. We go to the final step with the guessed subkey pair which has more than 5 remaining quartets. Finally, in Step 9, we perform an exhaustive search to find the 512-bit master keys. The time complexity of Steps 6, 7, 8 and 9 is substantially smaller than that of Step 5.

Therefore, the time complexity of the attack is dominated by Step 5, which is about $2^{487.4} 42$-round SHACAL-2 encryptions. Obviously, the attack is faster than an exhaustive key search.

### 4.7 Related-Key Rectangle Attack on 10-Round AES-192

This section shows how to exploit the related-key rectangle attack to devise a key recovery attack on 10-round AES-192 with 256 related keys. At the end of this section, we also present related-key rectangle attacks on 8-round AES-192 with 2 or 4 related keys and on 9-round AES- 256 with 4 related keys.

Denote the 10 rounds of AES-192 by $E=E^{f} \circ E^{1} \circ E^{0} \circ E^{b}$, where $E^{b}$ is round 0 including the whitening key addition step and excluding the key addition step of round $0, E^{0}$ is rounds 1-4 including the key addition step of round $0, E^{1}$ is rounds $5-8$ and $E^{f}$ is round 9 . In our 10-round AES-192 attack, we use a relatedkey truncated differential for $E^{0}$ depicted in Fig. 4.1 and another related-key truncated differential for $E^{1}$ depicted in Fig. 4.2. These related-key truncated differentials are built based on a slow difference propagation of the key schedule of AES-192. After we convert these related-key truncated differentials for $E^{0}$ and $E^{1}$ into a related-key rectangle distinguisher for $E^{1} \circ E^{0}$, we apply it to recover some portions of the keys in $E^{b}$ and $E^{f}$. Before describing our attack, we define some notation which is used in our attacks on AES.

- $K_{w}, K_{w}^{*}, K_{w}^{\prime}, K_{w}^{\prime *}$ : whitening keys generated from master keys $K, K^{*}, K^{\prime}$, $K^{\prime *}$, respectively.
- $K_{i}, K_{i}^{*}, K_{i}^{\prime}, K_{i}^{\prime *}$ : subkeys of round $i$ generated from $K, K^{*}, K^{\prime}, K^{* *}$, respectively.
- $P, P^{*}, P^{\prime}, P^{\prime *}$ : plaintexts encrypted under $K, K^{*}, K^{\prime}, K^{\prime *}$, respectively.
- $I_{i}, I_{i}^{*}, I_{i}^{\prime}, I_{i}^{\prime *}$ : input values to round $i$ caused by plaintexts $P, P^{*}, P^{\prime}, P^{*}$ under $K, K^{*}, K^{\prime}, K^{\prime *}$, respectively.
- $a$ : a fixed nonzero byte value.
- $b, c$ : output differences of S-box for the fixed nonzero input difference $a$.
- *: a variable and unknown byte.


### 4.7.1 8-Round Related-Key Rectangle Distinguisher of TYPE 3

In order to convert the two 4-round related-key truncated differentials depicted in Figs. 4.1 and 4.2 into an 8-round related-key rectangle distinguisher, we first make the following Assumptions 7, 8 and 9 (note that Assumptions 1-6 listed in Sect. 1.6.2).

Assumption 7. The key quartet $\left(K, K^{*}, K^{\prime}, K^{\prime *}\right)$ is related as follows;

$$
K \oplus K^{*}=K^{\prime} \oplus K^{\prime *}=\Delta K, K \oplus K^{\prime}=K^{*} \oplus K^{\prime *}=\Delta K^{\prime}
$$

Assumption 8. A plaintext quartet $\left(P, P^{*}, P^{\prime}, P^{* *}\right)$ is related as follows;

$$
P \oplus P^{*}, P^{\prime} \oplus P^{*} \in \Delta P
$$

Assumption 9. $E_{K}^{b}(P) \oplus E_{K^{*}}^{b}\left(P^{*}\right)=E_{K^{\prime}}^{b}\left(P^{\prime}\right) \oplus E_{K^{\prime *}}^{b}\left(P^{* *}\right)=\Delta K_{0}$.
As stated in our notation, $I_{5}=E_{K}^{0}\left(E_{K}^{b}(P)\right), I_{5}^{*}=E_{K^{*}}^{0}\left(E_{K^{*}}^{b}\left(P^{*}\right)\right), I_{5}^{\prime}=$ $E_{K^{\prime}}^{0}\left(E_{K^{\prime}}^{b}\left(P^{\prime}\right)\right)$ and $I_{5}^{\prime *}=E_{K^{\prime *}}^{0}\left(E_{K^{\prime *}}^{b}\left(P^{\prime *}\right)\right)$. By the related-key truncated differential for $E^{0}, I_{5} \oplus I_{5}^{*}$ is equal to $I_{5}^{\prime} \oplus I_{5}^{\prime *}$ with a probability of about $\left(2^{-32} \cdot 2^{-7}\right)^{2}$. $\left(2^{7}-2\right) \cdot 2^{32}+\left(2^{-32} \cdot 2^{-6}\right)^{2} \cdot 2^{32} \approx 2^{-39}$. It follows from counting over all the differentials that can be generated by the active $S$-box with input difference $a$ and the other four active $S$-boxes in round 4 . Since ShiftRows and MixColumns are linear layers, they can be ignored in round 4 when computing the probability (see Fig. 4.1). Moreover, the probability that $I_{5} \oplus I_{5}^{\prime}, I_{5}^{*} \oplus I_{5}^{\prime *} \in \Delta I_{5}^{\prime}$ is about $2^{-64}$ under the condition $I_{5} \oplus I_{5}^{*}=I_{5}^{\prime} \oplus I_{5}^{\prime *}$ (see Fig. 4.2 for $\Delta I_{5}^{\prime}$ ). Hence the probability that $I_{5} \oplus I_{5}^{\prime}, I_{5}^{*} \oplus I_{5}^{\prime *} \in \Delta I_{5}^{\prime}$ is about $2^{-39} \cdot 2^{-64}=2^{-103}$. Since $e_{K}\left(I_{5}\right) \oplus e_{K^{\prime}}\left(I_{5}^{\prime}\right)=0$ with probability $2^{-64}$ and $e_{K^{*}}\left(I_{5}^{*}\right) \oplus e_{K^{\prime *}}\left(I_{5}^{\prime *}\right)=0$ with a probability of about $2^{-64}$ under the condition $I_{5} \oplus I_{5}^{\prime}, I_{5}^{*} \oplus I_{5}^{\prime *} \in \Delta I_{5}^{\prime}$, where $e$ is the encryption for round 5,

$$
E_{K}^{1}\left(I_{5}\right) \oplus E_{K^{\prime}}^{1}\left(I_{5}^{\prime}\right), E_{K^{*}}^{1}\left(I_{5}^{*}\right) \oplus E_{K^{\prime *}}^{1}\left(I_{5}^{\prime *}\right) \in \Delta I_{9}^{\prime}
$$

with a probability of $2^{-231}$ (see Fig. 4.2 for $\Delta I_{9}^{\prime}$ ). However, the same statement can be applied to a random cipher with probability $\left(2^{-128} \cdot\left(2^{7}-1\right)\right)^{2} \approx 2^{-242}$, since the number of elements in $\Delta I_{9}^{\prime}$ is $2^{7}-1$. The first column of $\Delta I_{9}^{\prime}$ is

$$
\begin{equation*}
\mathcal{B}=\{\mathrm{MC}(y, 0,0,0) \mid y=\mathrm{BS}(x) \oplus \operatorname{BS}(x \oplus a), x=0,1,2, \cdots, 255\} . \tag{4.7}
\end{equation*}
$$


Figure 4.1: Related-Key Truncated Differential for Rounds 1-4 of AES-192

Figure 4.2: Related-Key Truncated Differential for Rounds 5-8 of AES-192

### 4.7.2 Key Recovery Attack on 10-Round AES-192

In order to produce the round-key differences depicted in Fig. 4.2, the 8-bit difference $a$ should satisfy the 8 -bit difference $b$ after $S$-box during the key generation for the third column of $\Delta K_{3}^{\prime}$. Given the 8-bit difference $a$ there are 127 possible candidates for the $b$ difference, hence the attack starts by gathering all possible key quartets $\left(K, K^{*}, \widetilde{K}^{\prime}, \widetilde{K}^{\prime *}\right)$ of which one satisfies the desired key condition. Note that the keys $K^{*}=K \oplus \Delta K, \widetilde{K}^{\prime}=K \oplus \Delta \widetilde{K}^{\prime}$ and $\widetilde{K}^{\prime *}=K \oplus \Delta K \oplus \Delta \widetilde{K}^{\prime}$ where $\Delta K$ is fixed as $\Delta K_{w}$ and the first two columns of $\Delta K_{0}$ in Fig. 4.1 and $\Delta \widetilde{K}^{\prime}$ is one of the 127 possible differences; bytes 8 and 12 are both $a$, bytes 3 and 11 are both $b^{\prime}$ and other bytes are all zeros, where $b^{\prime}$ is one of the 127 possible candidates for the $b$ difference. So the total number of required related keys is 256. We apply the rectangle attack to 10 -round AES-192 for each key quartet. During this procedure, we stop our attack when we have found a key quartet $\left(K, K^{*}, \widetilde{K}^{\prime}, \widetilde{K}^{\prime *}\right)$ that satisfies the desired key condition $b^{\prime}=b$, i.e., $\Delta \widetilde{K}^{\prime}=\Delta K^{\prime}$, $\left(K, K^{*}, \widetilde{K}^{\prime}, \widetilde{K}^{\prime *}\right)=\left(K, K^{*}, K^{\prime}, K^{\prime *}\right)$.

The aim of our attack is to recover bytes $1,2,6,7,8,11,12,13$ of the whitening key quartet $\left(K_{w}, K_{w}^{*}, K_{w}^{\prime}, K_{w}^{\prime *}\right)$ and bytes $0,7,8,10,12,13$ of the subkey quartet $\left(K_{9}, K_{9}^{*}, K_{9}^{\prime}, K_{9}^{\prime *}\right)$, for which the byte positions are marked as $*$ on $\Delta P$ and $\Delta I_{10}^{\prime}$ depicted in Fig. 4.1 and Fig. 4.2. This attack distinguishes a right key quartet from wrong ones by analyzing enough plaintext quartets with each guessed key quartet. In this attack, we need $2^{64}$ guesses for the whitening key quartet and $2^{72}$ guesses for the subkey quartet in round 9 , since bytes 0 , $7,8,10,12,13$ of $\Delta K_{9}$ are $d, 0, d, e, 0, f$, respectively, where $d, e$ and $f$ are unknown 8 -bit values (note that bytes $0,7,8,10,12,13$ of $\Delta K_{9}^{\prime}$ are fixed by $a, 0,0,0,0,0$, respectively). Thus, taking into account the guessing of candidates for the difference $b$, we need about $2^{143}$ key guesses in total (in our attack it can be reduced by a factor of two on average).

The attack algorithm goes as follows:

1. Choose $2^{54}$ structures $S_{1}, S_{2}, \cdots, S_{2^{54}}$ of $2^{64}$ plaintexts each, where in each structure the 64 bits of bytes $0,3,4,5,9,10,14,15$ are fixed. With a chosen plaintext attack scenario, obtain all their corresponding ciphertexts under the key $K$. (Step 1 takes $2^{118}$ chosen plaintexts and about $2^{118}$ encryptions. Note that $n$ encrpytions mean $n$ 10-round AES-192 encryptions.)
2. Compute $2^{54}$ structures $S_{1}^{*}, S_{2}^{*}, \cdots, S_{2^{54}}^{*}$ of $2^{64}$ plaintexts each by XORing the plaintexts in $S_{1}, S_{2}, \cdots, S_{2^{54}}$ with a 128 -bit value $M$ of which byte 9 is $a$ and all the other bytes are 0 . With a chosen plaintext attack scenario, obtain all their corresponding ciphertexts under the key $K^{*}$, where $K^{*}=$ $K \oplus \Delta K$. (Similarly, Step 2 takes $2^{118}$ chosen plaintexts and about $2^{118}$
encryptions.)
3. Guess a candidate for the difference $b$ and compute $\Delta \widetilde{K}^{\prime}$. For the key difference $\Delta \widetilde{K}^{\prime}$, do the following:
3.1 Choose $2^{54}$ structures $S_{1}^{\prime}, S_{2}^{\prime}, \cdots, S_{2^{54}}^{\prime}$ of $2^{64}$ plaintexts each, where in each structure the 64 bits of bytes $0,3,4,5,9,10,14,15$ are fixed. With a chosen plaintext attack scenario, obtain all their corresponding ciphertexts under the key $\widetilde{K}^{\prime}$, where $\widetilde{K}^{\prime}=K \oplus \Delta \widetilde{K}^{\prime}$. (For each guess of $\Delta \widetilde{K}^{\prime}$, Step 3.1 takes $2^{118}$ chosen plaintexts and about $2^{118}$ encryptions.)
3.2 Compute $2^{54}$ structures $S_{1}^{* *}, S_{2}^{* *}, \cdots, S_{254}^{\prime *}$ of $2^{64}$ plaintexts each by XORing the plaintexts in $S_{1}^{\prime}, S_{2}^{\prime}, \cdots, S_{2^{54}}^{\prime}$ with $M$. With a chosen plaintext attack scenario, obtain all their corresponding ciphertexts under the key $\widetilde{K}^{\prime *}$, where $\widetilde{K}^{\prime *}=K \oplus \Delta K \oplus \Delta \widetilde{K}^{\prime}$. Go to Step 4. (For each guess of $\Delta \widetilde{K}^{\prime}$, this step also takes $2^{118}$ chosen plaintexts and about $2^{118}$ encryptions.)
4. Guess a 64 -bit subkey $k_{w}$ in the position of bytes $1,2,6,7,8,11,12,13$ of the whitening key and compute $k_{w}^{*}=k_{w} \oplus \Delta k_{w}, k_{w}^{\prime}=k_{w} \oplus \Delta \widetilde{k}_{w}^{\prime}$, $k_{w}^{\prime *}=k_{w} \oplus \Delta k_{w} \oplus \Delta \widetilde{k}_{w}^{\prime}$, where $\Delta k_{w}$ and $\Delta \widetilde{k}_{w}^{\prime}$ are the fixed 64 -bit key differences in the position of bytes $1,2,6,7,8,11,12,13$ of $\Delta K_{w}$ (depicted in Fig. 4.1) and $\Delta \widetilde{K}_{w}^{\prime}$, respectively. For the subkey quartet $\left(k_{w}, k_{w}^{*}, k_{w}^{\prime}, k_{w}^{\prime *}\right)$, do the following:
4.1 Partially encrypt each plaintext $P_{i, l_{0}}$ in $S_{i}$ through $E^{b}$ under $k_{w}, i=$ $1,2, \cdots, 2^{54}, l_{0}=1,2, \cdots, 2^{64}$. We denote the partially encrypted value by $x_{i, l_{0}}$. Partially decrypt each $x_{i, l_{0}} \oplus \Delta K_{0, R}$ through $E^{b}$ under $k_{w}^{*}$, and find the corresponding plaintext in $S_{i}^{*}$, denoted $P_{i, l_{0}}^{*}$. We denote the corresponding ciphertexts of $P_{i, l_{0}}$ and $P_{i, l_{0}}^{*}$ by $C_{i, l_{0}}$ and $C_{i, l_{0}}^{*}$, respectively. (For each guess of $k_{w}$, Step 4.1 takes about $2^{64+1}$. $(8 / 16) \cdot(1 / 10)=2^{60.7}$ encryptions. Note that this step is independent of $\Delta \widetilde{K}^{\prime}$ in Step 3, so there is no need to run this step for every iteration of Step 3.)
4.2 Partially encrypt each plaintext $P_{j, l_{1}}^{\prime}$ in $S_{j}^{\prime}$ through $E^{b}$ under $k_{w}^{\prime}, j=$ $1,2, \cdots, 2^{54}, l_{1}=1,2, \cdots, 2^{64}$. We denote the partially encrypted value by $x_{j, l_{1}}^{\prime}$. Partially decrypt each $x_{j, l_{1}}^{\prime} \oplus \Delta K_{0, R}$ through $E^{b}$ under $k_{w}^{\prime *}$, and find the corresponding plaintext in $S_{j}^{\prime *}$, denoted $P_{j, l_{1}}^{\prime *}$. We denote the corresponding ciphertexts of $P_{j, l_{1}}^{\prime}$ and $P_{j, l_{1}}^{\prime *}$ by $C_{j, l_{1}}^{\prime}$ and $C_{j, l_{1}}^{\prime *}$, respectively. (For each guess of $\left(k_{w}, \Delta \widetilde{K}^{\prime}\right)$, Step 4.2 takes about $2^{64+1} \cdot(8 / 16) \cdot(1 / 10)=2^{60.7}$ encryptions.)
4.3 Check that $C_{i, l_{0}} \oplus C_{j, l_{1}}^{\prime} \in \Delta I_{10}^{\prime}$ for all $i, j, l_{0}$ and $l_{1}$, where $I_{10}^{\prime}=$ $\left\{\left((*, 0,0,0),(a, 0,0, *),\left(b_{1}, 0, *, b_{2}\right),\left(b_{3}, *, 0, b_{2}\right)\right)\right\}, *$ is any 8 -bit value, and $b_{i}$ is one of the output differences caused by the input difference $a$ to the $S$-box (see Fig. 4.2). For each index quartet $\left(i, j, l_{0}, l_{1}\right)$ satisfying the test, again check that $C_{i, l_{0}}^{*} \oplus C_{j, l_{1}}^{*} \in \Delta I_{10}^{\prime}$ (note that in the latter test bytes 11 and 15 of $C_{i, l_{0}}^{*} \oplus C_{j, l_{1}}^{\prime *}$ should be the same as those of $C_{i, l_{0}} \oplus C_{j, l_{1}}^{\prime}$ ). Keep in a table all the ciphertext quartets $\left(C_{i, l_{0}}, C_{j, l_{1}}^{\prime}, C_{i, l_{0}}^{*}, C_{j, l_{1}}^{\prime}\right)$ passing the both tests and go to Step 5 with this table. Since $\Delta I_{10}^{\prime}$ in the former test has $2^{53}$ out of $2^{128}$ values and $\Delta I_{10}^{\prime}$ in the latter test has $2^{46}$ out of $2^{128}$ values, the expected number of quartets kept in the table is about $2^{(54+64) \cdot 2} \cdot 2^{-128+53} \cdot 2^{-128+46}=$ $2^{79}$. (Since the tests can be performed efficiently with a hash table, Step 4.3 takes a relatively small time complexity.)
5. Guess an 8 -bit subkey $k_{9, v}$ in the position of byte 12 in round 9 and set $k_{9, v}^{*}=k_{9, v}^{\prime}=k_{9, v}^{\prime *}=k_{9, v}$. For the 8-bit subkey quartet $\left(k_{9, v}, k_{9, v}^{*}, k_{9, v}^{\prime}, k_{9, v}^{\prime *}\right)$, do the following:
5.1 For all the remaining ciphertext quartets $\left(C_{i, l_{0}}, C_{j, l_{1}}^{\prime}, C_{i, l_{0}}^{*}, C_{j, l_{1}}^{\prime *}\right)$, partially decrypt $C_{i, l_{0}}$ and $C_{j, l_{1}}^{\prime}$ under $k_{9, v}$ and $k_{9, v}^{\prime}$ through $E^{f}$, respectively. If the partially decrypted pairs do not have the difference $a$, then discard the corresponding ciphertext quartets. Since it has approximately a 7 -bit filtering, the number of remaining quartets after this step is about $2^{72}$. (The partial decryptions can be done after the remaining ciphertext quartets have been sorted by byte 12 of $\left(C_{i, l_{0}}, C_{j, l_{1}}^{\prime}\right)$ or this step can use a pre-computed table, so Step 5.1 takes a relatively small time complexity.)
5.2 For all the remaining ciphertext quartets $\left(C_{i, l_{0}}, C_{j, l_{1}}^{\prime}, C_{i, l_{0}}^{*}, C_{j, l_{1}}^{\prime *}\right)$, partially decrypt $C_{i, l_{0}}^{*}$ and $C_{j, l_{1}}^{\prime *}$ under $k_{9, v}^{*}$ and $k_{9, v}^{\prime *}$ through $E^{f}$, respectively. If the partially decrypted pairs do not have the difference $a$, discard the corresponding ciphertext quartets and then go to Step 6. It also imposes approximately a 7 -bit filtering, hence the number of remaining quartets after this step is about $2^{65}$. (Similarly, Step 5.2 can be performed efficiently.)
6. Guess an 8 -bit subkey $k_{9, w}$ in the position of byte 8 in round 9 and set $k_{9, w}^{\prime}=$ $k_{9, w}$. For the 8 -bit subkey pair $\left(k_{9, w}, k_{9, w}^{\prime}\right)$, do the following:
6.1 For all the remaining ciphertext quartets $\left(C_{i, l_{0}}, C_{j, l_{1}}^{\prime}, C_{i, l_{0}}^{*}, C_{j, l_{1}}^{\prime *}\right)$, partially decrypt $C_{i, l_{0}}$ and $C_{j, l_{1}}^{\prime}$ under $k_{9, w}$ and $k_{9, w}^{\prime}$ through $E^{f}$, respectively. If the partially decrypted pairs do not have the difference $a$,
then discard the corresponding ciphertext quartets. Since this imposes approximately a 7 -bit filtering, the number of remaining quartets after this step is about $2^{58}$.
6.2 Guess an 8 -bit value $d$ to form an 8-bit subkey pair ( $k_{9, w}^{*}=k_{9, w} \oplus d$, $\left.k_{9, w}^{\prime *}=k_{9, w} \oplus d\right)$ in the position of byte 8 in round 9 . For the 8 -bit subkey pair $\left(k_{9, w}^{*}, k_{9, w}^{\prime *}\right)$, do the following:
6.2.1 For all the remaining ciphertext quartets $\left(C_{i, l_{0}}, C_{j, l_{1}}^{\prime}, C_{i, l_{0}}^{*}, C_{j, l_{1}}^{\prime *}\right)$, partially decrypt $C_{i, l_{0}}^{*}$ and $C_{j, l_{1}}^{\prime *}$ under $k_{9, w}^{*}$ and $k_{9, w}^{* *}$ through $E^{f}$, respectively. If the partially decrypted pairs do not have the difference $a$, discard the corresponding ciphertext quartets and then go to Step 7. It also induces approximately a 7 -bit filtering, hence the number of remaining quartets after this step is about $2^{51}$. (Similarly, Step 6 can be performed efficiently.)
7. Guess a 32 -bit subkey $k_{9, y}$ in the position of bytes $0,7,10,13$ in round 9 and compute $k_{9, y}^{\prime}=k_{9, y} \oplus(a, 0,0,0)$. For the 32 -bit subkey pair $\left(k_{9, y}, k_{9, y}^{\prime}\right)$, do the following:
7.1 For all the remaining ciphertext quartets $\left(C_{i, l_{0}}, C_{j, l_{1}}^{\prime}, C_{i, l_{0}}^{*}, C_{j, l_{1}}^{\prime *}\right)$, partially decrypt $C_{i, l_{0}}$ and $C_{j, l_{1}}^{\prime}$ under $k_{9, y}$ and $k_{9, y}^{\prime}$ through $E^{f}$, respectively. If the differences of the partially decrypted pairs are not in $\mathcal{B}$ (see Eq. (4.7)), then discard the corresponding ciphertext quartets. Since $\mathcal{B}$ has $2^{7}-1$ out of $2^{32}$ values, the remaining quartets after this step is about $2^{26}$. (For each guess of $\left(k_{9, y}, d, k_{9, w}, k_{9, v}, k_{w}, \Delta \widetilde{K}^{\prime}\right)$, Step 7.1 takes $2^{51+1} \cdot(4 / 16) \cdot(1 / 10)=2^{46.7}$ encryptions.)
7.2 Guess two 8-bit values $e, f$ to form a 32-bit subkey pair $\left(k_{9, y}^{*}=k_{9, y} \oplus\right.$ $\left.(d, 0, e, f), k_{9, y}^{\prime *}=k_{9, y} \oplus(d \oplus a, 0, e, f)\right)$ in the position of bytes $0,7,10$, 13 in round 9 . For the 32 -bit subkey pair $\left(k_{9, y}^{*}, k_{9, y}^{\prime *}\right)$, do the following:
7.2.1 For all the remaining ciphertext quartets $\left(C_{i, l_{0}}, C_{j, l_{1}}^{\prime}, C_{i, l_{0}}^{*}, C_{j, l_{1}}^{* *}\right)$, partially decrypt $C_{i, l_{0}}^{*}$ and $C_{j, l_{1}}^{*}$ under $k_{9, y}^{*}$ and $k_{9, y}^{\prime *}$ through $E^{f}$, respectively. If the differences of the partially decrypted pairs are not in $\mathcal{B}$, discard the corresponding ciphertext quartets and then go to Step 8. This also induces approximately about a $25-$ bit filtering, hence the number of remaining quartets after this step is about 2 for each wrong key guess. (For each guess of $\left(e, f, k_{9, y}, d, k_{9, w}, k_{9, v}, k_{w}, \Delta \widetilde{K}^{\prime}\right)$, this step takes $2^{26+1} \cdot(4 / 16) \cdot$ ( $1 / 10$ ) $=2^{21.7}$ encryptions.)
8. For the remaining ciphertext quartets $\left(C_{i, l_{0}}, C_{j, l_{1}}^{\prime}, C_{i, l_{0}}^{*}, C_{j, l_{1}}^{\prime *}\right)$, classify the quartets according to the differences of $C_{i, l_{0}}$ and $C_{j, l_{1}}^{\prime}$ by byte 11. Discard
all the ciphertext quartets except for the group with the largest number of quartets and then go to Step 9. Since this results in approximately a 7 -bit filtering for each pair of quartets, the remaining quartets after this step is expected to be about $2^{-6}$ for each wrong key guess. (It takes a relatively small time complexity.)
9. If there are more than 16 quartets in the table, then output the guessed subkey quartet as the right one. Otherwise, run the above steps with another guess for the subkey quartet, i.e., $\left(e, f, k_{9, y}, d, k_{9, w}, k_{9, v}, k_{w}, \Delta \widetilde{K}^{\prime}\right)$.

About $2^{125}$ chosen plaintexts in Steps 1, 2 and 3 are encrypted on average, hence the data complexity of this attack is about $2^{125}$ related-key chosen plaintexts and the time complexity of Steps 1,2 and 3 is about $2^{125}$ encryptions. Step 4 runs about $2^{70}$ times, so the time complexity of Step 4 is about $2^{60.7+70}=2^{130.7}$ encryptions (it can be improved by a factor of about $2^{4}$ by using a pre-computed table ${ }^{2}$ ). As stated above, Steps 5, 6 and 8 take relatively small time complexities compared to other steps.

The time complexity for Step 7 depends on how many times this step runs, which can be measured by the number of guessed subkeys (including $d, e$ and $f)$. Since Steps 7.1 and 7.2 run in this attack $2^{126}$ and $2^{142}$ times on average, these steps take $2^{172.7}$ and $2^{163.7}$ encryptions, respectively. However, the time complexities of these steps can be improved by using a divide and conquer technique. In Step 7.1, two of the four bytes of the remaining ciphertext quartets are first decrypted (these partial decryptions can be performed after the remaining ciphertext quartets are sorted by these two bytes) and discard the ciphertext quartets of which the decrypted two bytes do not have a difference in $\mathcal{B}$ with respect to the two-byte position, and then do this test with other two bytes of the remaining ciphertext quartets byte by byte. With this divide and conquer technique, we can also run Step 7.2. This method allows Steps 7.1 and 7.2 to decrease their time complexities down to about $2^{135.7}$ and $2^{146.7}$ encryptions, respectively.

We can calculate the success rate of the attack by using the Poisson distribution as in our 8-round AES-192 attack. Since the expected number of remaining quartets for each wrong subkey quartet is $2^{-6}$, the probability that the number of remaining quartets for each wrong subkey quartet is larger than 16 is $2^{-150}$ by the Poisson distribution, $X \sim \operatorname{Poi}\left(\lambda=2^{-6}\right), \operatorname{Pr}_{X}[X>16] \approx 2^{-150}$. It follows that the probability that the attack outputs a wrong subkey quartet is quite low, since the total number of guessed wrong subkey quartets is about $2^{142}$. On the other

[^4]hand, the expected number of remaining quartets for the right subkey quartet is about $2^{5}=2^{236} \cdot 2^{-231}$ due to our 8-round related-key rectangle distinguisher. Thus, the probability that the number of remaining quartets for the right key quartet is larger than 16 is 0.99 by the Poisson distribution, $Y \sim \operatorname{Poi}\left(\lambda=2^{5}\right)$, $\operatorname{Pr}_{Y}[Y>16] \approx 0.99$.

Therefore, this attack works with a data complexity of about $2^{125}$ related-key chosen plaintexts and with a time complexity of about $2^{146.7}$ encryptions and with a success rate of 0.99 .

### 4.7.3 Related-Key Rectangle Attacks on 8-Round AES-192 and 9-Round AES-256

Similarly, we can construct related-key rectangle attacks on 8-round AES-192 with two and four related keys (TYPES 1 and 3) and on 9-round AES-256 with four related keys (TYPE 3). See Appendix A for schematic descriptions of our attacks and Table 4.1 for their complexities.

### 4.8 Conclusion

In this chapter, we have applied our combined attacks to the block ciphers SHACAL-1, SHACAL-2 and AES. We have presented

- a related-key rectangle attack on the full 80-round SHACAL-1;
- a square-nonlinear attack on 28-round SHACAL-2;
- a differential-nonlinear attack on 32-round SHACAL-2;
- a related-key differential-nonlinear attack on 35-round SHACAL-2;
- a related-key rectangle attack on 42-round SHACAL-2;
- a related-key rectangle attack on 10-round AES-192;
- a related-key rectangle attack on 9-round AES-256.

Our differential-nonlinear attack on 32-round SHACAL-2 leads to the best known attack on reduced SHACAL-2 that uses a single key and our related-key rectangle attacks on the full 80 -round SHACAL-1, 42-round SHACAL-2 and 10round AES-192 lead to the first known attack on the full SHACAL-1 and the best known attacks on SHACAL-2 and AES-192 that use related keys. They show the usefulness of our combined attacks in the security analysis of block ciphers.

We believe that the security against our combined attacks should be considered when one tries to design secure block ciphers.

## Chapter 5

## Applications to Hash Functions in Encryption Mode

### 5.1 Introduction

Recently, Biham et al. and Wang et al. have published several important cryptanalytic articles $[9,10,126,124,127,125]$ that demonstrate efficient collision search algorithms for the MD4-family of hash functions. In particular, the newly proposed neutral-bit and message modification techniques make it possible to significantly improve previous known collision attacks on MD4, MD5, HAVAL, RIPEMD, SHA-0 and SHA-1.

There have also been several cryptanalytic articles which investigate nonrandomness of the compression functions of MD5 and HAVAL in encryption mode [116, 128]: differential cryptanalysis has been applied to show non-randomness for their outputs.

In this chapter, we check the security of the encryption modes of MD4, MD5 and HAVAL against the related-key boomerang attack, and we compare our results with the previous ones in terms of distinguishing attacks. Using the relatedkey boomerang attack we can distinguish the encryption modes of MD4, MD5 and 4-pass HAVAL from a randomly chosen cipher in practice. Furthermore, we can distinguish them more efficiently for a large class of weak keys (i.e., special subset of messages in hash mode). See Table 5.1 for a summary of our results and a comparison with the previous attacks.

Table 5.1: Distinguishing Attacks of MD4, MD5, HAVAL in Encryption Mode

| Primitive | Attack <br> (\#K) | Data Complexity | \#WK | Source |
| :---: | :---: | :---: | :---: | :---: |
| MD4 | $\mathrm{B}(2)^{\dagger}$ | $2^{18} \mathrm{RK}-\mathrm{CP} / 2^{18} \mathrm{RK}-\mathrm{ACC}$ |  | (Sect. 5.2) |
|  | $\mathrm{B}(2)^{\dagger}$ | 2RK-CP/2RK-ACC | $2^{320}$ | (Sect. 5.2) |
|  | $\mathrm{B}(4)^{\dagger}$ | $2{ }^{6}$ RK-CP $/ 2{ }^{6}$ RK-ACC |  | (Sect. 5.2) |
|  | $\mathrm{B}(4)^{\dagger}$ | 2RK-CP/2RK-ACC | $2^{384}$ | (Sect. 5.2) |
| MD5 | D (1) | $2^{50} \mathrm{CP}$ |  | [116] |
|  | B(2) | $2^{80.6}$ RK-CP $/ 2^{78.6}$ RK-ACC |  | (Sect. 5.3) |
|  | $\mathrm{B}(2)^{\dagger}$ | 12RK-CP/12RK-ACC | $2^{96}$ | (Sect. 5.3) |
|  | B(4) ${ }^{\dagger}$ | $2{ }^{13.6}$ RK-CP $/ 2^{11.6}$ RK-ACC |  | (Sect. 5.3) |
|  | $\mathrm{B}(4)^{\dagger}$ | 6RK-CP/6RK-ACC | $2^{352}$ | (Sect. 5.3) |
| HAVAL <br> (4 passes) | D (1) | $2^{127} \mathrm{CP}$ |  | [128] |
|  | B(2) ${ }^{\dagger}$ | $2^{37.9}$ RK-CP $/ 2^{35.9}$ RK-ACC |  | (Sect. 5.3) |
|  | $\mathrm{B}(2)^{\dagger}$ | $2^{12.3}$ RK-CP $/ 2^{12.3}$ RK-ACC | $2^{576}$ | (Sect. 5.3) |
|  | B(4) ${ }^{\dagger}$ | $2{ }^{11.6}$ RK-CP $/ 2^{9.6}$ RK-ACC |  | (Sect. 5.3) |
|  | $\mathrm{B}(4)^{\dagger}$ | 32RK-CP/32RK-ACC | $2^{896}$ | (Sect. 5.3) |
| HAVAL <br> (5 passes) | D (1) | $2^{170} \mathrm{CP}$ | . | [128] |
|  | B $(2)$ | $2^{127.9}$ RK-CP $/ 2^{125.9}$ RK-ACC |  | (Sect. 5.3) |
|  | B(4) | $2{ }^{63}$ RK-CP $/ 2{ }^{61}$ RK-ACC | . | (Sect. 5.3) |

${ }^{\dagger}$ : The attack can be implemented in real time,
\#K: Number of Keys, \#WK: Number of Weak Keys,
D: Differential, B: related-key Boomerang, RK: Related-Key, CP: Chosen Plaintexts, ACC: Adaptively Chosen Ciphertexts,
Time complexity is the same as the amount of data complexity.

### 5.2 Related-Key Boomerang Attacks on MD4

In MD4 the message expansion algorithm is a linear function: in each pass every message word is used exactly once in a specified order. It means that in the encryption mode of MD4 the key scheduling algorithm is the same linear function as the message expansion algorithm of MD4. We exploit this simple linear key scheduling algorithm in our distinguishers. The main idea behind our constructions of related-key boomerang distinguishers based on two related keys (TYPE 1, in which consecutive two related-key differentials are used) is to give a nonzero difference in one key word for which the interval between the first and third passes is as wide as possible. Let the round numbers involved in such a key word in the three passes be $r_{1}, r_{2}$ and $r_{3}$. Then, we can make probability-one differentials

Table 5.2: Boomerang Distinguishers of MD4 (Two Related Keys)

| $i$ | $\Delta A^{i}$ | $\Delta B^{i}$ | $\Delta C^{i}$ | $\Delta D^{i}$ | $\Delta K^{i}$ | Prob. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | $e_{31}$ | 0 | 0 | 0 | 1 |
| 1 | 0 | 0 | $e_{31}$ | 0 | 0 | $2^{-1}$ |
| 2 | 0 | 0 | 0 | $e_{31}$ | 0 | $2^{-1}$ |
| 3 | $e_{31}$ | 0 | 0 | 0 | $e_{31}\left(=\Delta K^{3}\right)$ | 1 |
| 4 | 0 | 0 | 0 | 0 | 0 | 1 |
| : | : | : | $\vdots$ | : | : | : |
| 27 | 0 | 0 | 0 | 0 | 0 | 1 |
| 28 | 0 | 0 | 0 | 0 |  | $p^{*}=2^{-2}$ |
| 28 | $e_{31}$ | 0 | 0 | 0 | $e_{31}\left(=\Delta K^{3}\right)$ | 1 |
| 29 | 0 | 0 | 0 | 0 | 0 | 1 |
| : | : | : | : | : | : | : |
| 43 | 0 | 0 | 0 | 0 | 0 | 1 |
| 44 | 0 | 0 | 0 | 0 | $e_{31}\left(=\Delta K^{3}\right)$ | 1 |
| 45 | 0 | $e_{2}$ | 0 | 0 | 0 | $2^{-1}$ |
| 46 | 0 | $e_{11}$ | $e_{2}$ | 0 | 0 | $2^{-2}$ |
| 47 | 0 | $e_{13,22}$ | $e_{11}$ | $e_{2}$ | 0 | $2^{-4}$ |
| 48 | $e_{2}$ | $e_{5,17,26,28}$ | $e_{13,22}$ | $e_{11}$ |  | $q^{*}=2^{-7}$ |
| BOO-2 | $(0 \rightarrow 27),(47 \rightarrow 28)^{2},(27 \rightarrow 3)$ |  |  |  |  | $\operatorname{Pr}[\mathrm{BOO}-2] \approx 2^{-16}$ |
| $\mathrm{BOO}^{W}-2$ | Fixed $K^{0,1,2,7,11,15},(3 \rightarrow 27),(44 \rightarrow 28)^{2},(27 \rightarrow 3)$ |  |  |  |  | $\operatorname{Pr}[\mathrm{BOO}-2]=1$ |

for rounds $r_{1}-r_{2}^{\prime}$ and $r_{2}^{\prime}-r_{3}$ by giving appropriate input differences $\alpha$ (to round 0 ) and $\gamma$ (to round $r_{2}^{\prime}$ ), respectively, where $r_{2}^{\prime}$ is a specific integer between $r_{1}$ and $r_{2}$. Therefore, in order to find distinguishers with high probablilities we should find one key word for which the interval of $r_{1}$ and $r_{3}$ is as wide as possible.

In our observation giving a nonzero difference in the 3 -rd key word provides the best probabilities to our distinguishers, which are described as follows. In MD4 there exist a related-key differential $\left(0, e_{31}, 0,0\right) \rightarrow(0,0,0,0)$ for rounds $0-27$ with probability $p^{*}=2^{-2}$ and a related-key differential $\left(e_{31}, 0,0,0\right) \rightarrow\left(e_{2}, e_{5}\right.$, $\left.{ }_{17,26,28}, e_{13,22}, e_{11}\right)$ for rounds $28-47$ with probability $q^{*}=2^{-7}$ under the key difference $\Delta K=\left(0,0,0, \Delta K^{3}=e_{31}, 0, \cdots, 0\right)$. See Table 5.2 for more details. The notation used in Table 5.2 is essential in our distinguishing attacks. The BOO-2 row represents a probability of a related-key boomerang distinguisher of TYPE 1, denoted $\operatorname{Pr}[B O O-2]$, and the $B O O^{W}-2$ row represents a weak key class as well as a probability of a related-key boomerang distinguisher of TYPE 1 under a weak key class. The notation $\left(r \rightarrow r^{\prime}\right)^{l}$ means related-key differentials for rounds from $r$ to $r^{\prime}$ used in our distinguishers, where $l=1$ or 2. Here, the superscript $l$ represents how many times related-key differentials are used in our distinguishers. Note that if $r>r^{\prime}$ then the related-key differential works through the decryption process. In this chapter, $\operatorname{Pr}[B O O-2]$ and $\operatorname{Pr}[B O O-4]$
represent the probabilities of the related-key boomerang distinguishers of TYPE 1 and TYPE 3 that take all possible differences after the first subcipher (cf. Note 1 in Sect. 3.4.4).

In order to estimate $\operatorname{Pr}[B O O-2]$ we have carried out experiments on a number of related keys with $2^{23}$ chosen plaintext pairs and $2^{23}$ adaptively chosen ciphertext pairs each and we have observed $136,115,136,125,132,130,132,131$, $119,144, \cdots$ boomerangs returning for each related-key. This simulation result confirms that the probability $\operatorname{Pr}[B O O-2]$ is approximately $2^{-16}$ (which can be also calculated from the probabilities of related-key differentials in Table 5.2).

Based on the distinguisher described in Table 5.2, we can exploit a boomerang technique to distinguish MD4 from a random cipher. In a boomerang technique we use $\operatorname{Pr}[B O O-2] \approx 2^{-16}$. Since we use related-key differentials for rounds 27 3 in the upper right in Fig. 3.5, our desired $\alpha$ before round 0 is any one of the differences which can be derived from the input difference of round $3,\left(e_{31}, 0,0,0\right)$, through the inverse direction. It is easy to see that all the possible $\alpha^{\prime} s$ are $\left(0, e_{31}, 0,0\right),\left(e_{31}, e_{31}, 0,0\right),\left(0, e_{31}, e_{31}, e_{31}\right)$ and $\left(e_{31}, e_{31}, e_{31}, e_{31}\right)$. We denote the set of all these possible $\alpha^{\prime} s$ by $\mathcal{I}$. Our distinguishing attack on the encryption mode of MD4 is as follows:

1. Prepare $2^{17}$ plaintext pairs $\left(P_{i}, P_{i}^{*}\right), i=0,1, \cdots, 2^{17}-1$ with difference $\left(0, e_{31}, 0,0\right)$ and $c_{31}=d_{31}=0$, where $c_{j}$ and $d_{j}$ represent the $j$-th bits of words $C$ and $D$ of $P_{i}$, respectively (the $c_{31}=d_{31}=0$ condition is required for our distinguisher).
2. Obtain the $2^{17}$ corresponding ciphertext pairs $\left(C_{i}, C_{i}^{*}\right)$, i.e., $C_{i}=E_{K}\left(P_{i}\right)$ and $C_{i}^{*}=E_{K^{*}}\left(P_{i}^{*}\right)$, where $E$ is either MD4 or a random cipher and $K \oplus$ $K^{*}=\left(0,0,0, \Delta K^{3}=e_{31}, 0, \cdots, 0\right)$.
3. Calculate $C_{i}^{\prime}=C_{i} \oplus \delta$ and $C_{i}^{\prime *}=C_{i}^{*} \oplus \delta$, where $\delta=\left(e_{2}, e_{5,17,26,28}, e_{13,22}, e_{11}\right)$, and obtain the $2^{17}$ corresponding plaintext pairs $\left(P_{i}^{\prime}, P_{i}^{\prime *}\right)$, i.e., $P_{i}^{\prime}=E_{K}^{-1}\left(C_{i}^{\prime}\right)$ and $P_{i}^{* *}=E_{K^{*}}^{-1}\left(C_{i}^{\prime *}\right)$.
4. If there exists at least one plaintext pair such that $P_{i}^{\prime} \oplus P_{i}^{* *} \in \mathcal{I}$ for $0 \leq$ $i \leq 2^{17}-1$, we identify $E=$ MD4. Otherwise, we identify $E=$ a randomly chosen cipher.

Since our related-key boomerang distinguisher has a probability of $2^{-2}$. $\left(2^{-7}\right)^{2}=2^{-16}$, if $E$ is MD4, this attack will succeed with a probability of $1-\left(1-2^{-16}\right)^{2^{17}} \approx 0.86$. In order to verify this estimation we have performed hundreds of simulations using $2^{17}$ chosen plaintext pairs and $2^{17}$ adaptively chosen ciphertext pairs each (in each simulation we used randomly chosen related keys and plaintext/ciphetext pairs). In our simulations we could check that on
average about 88 among 100 tests satisfy the above distinguishing attack. This result is quite close to our estimation.

On the other hand, if $E$ is a randomly chosen cipher, the probability that each plaintext pair satisfies one of the four $\alpha$ 's is $\frac{4}{2^{128}}=2^{-126}$, so, in this case this attack will succeed with a probability of $\left(1-2^{-126}\right)^{2^{17}} \approx 1$. Therefore, the success rate of this attack is about $\frac{1}{2} \cdot 0.86+\frac{1}{2} \cdot 1=0.93$.

Moreover, we can increase the boomerang probability from $2^{-16}$ to 1 by using some weak key class. Assume that the first three and the last three round keys $K^{0}, K^{1}, K^{2}, K^{7}, K^{11}$ and $K^{15}$ are fixed and known to the cryptanalyst. Then we can use $p^{*}=1$ for rounds $3-27$ and $q^{*}=1$ for rounds 44-28 in our attack under the weak key class assumption. Below we describe our distinguishing attack on the encryption mode of MD4 with a weak key using the related-key boomerang distinguisher.

1. Choose one input pair $\left(X, X^{*}\right)$ of round 3 with difference $\left(e_{31}, 0,0,0\right)$ and calculate the corresponding plaintext pair $\left(P, P^{*}\right)$ by using the known keys $K^{0}, K^{1}, K^{2}, K^{* 0}, K^{* 1}, K^{* 2}$ and MD4.
2. Obtain the corresponding ciphertext pair $\left(C, C^{*}\right)$, i.e., $C=E_{K}(P)$ and $C^{*}=E_{K^{*}}\left(P^{*}\right)$, where $E$ is either MD4 or a random cipher and $K \oplus K^{*}=$ $\left(0,0,0, \Delta K^{3}=e_{31}, 0, \cdots, 0\right)$.
3. Calculate the corresponding input pair $\left(Y, Y^{*}\right)$ of round 45 with the known keys $K^{7}, K^{11}, K^{15}, K^{* 7}, K^{* 11}, K^{* 15}$ and MD4, and calculate $Y^{\prime}=Y \oplus$ $\left(0, e_{2}, 0,0\right)$ and $Y^{\prime *}=Y^{*} \oplus\left(0, e_{2}, 0,0\right)$. Again, calculate the corresponding ciphertext pair $\left(C^{\prime}, C^{* *}\right)$ by using the known keys $K^{7}, K^{11}, K^{15}, K^{* 7}$, $K^{* 11}, K^{* 15}$ and MD4.
4. Obtain the corresponding plaintext pair $\left(P^{\prime}, P^{* *}\right)$, i.e., $P^{\prime}=E_{K}^{-1}\left(C^{\prime}\right)$ and $P^{* *}=E_{K^{*}}^{-1}\left(C^{\prime *}\right)$.
5. Calculate the corresponding input pair $\left(X^{\prime}, X^{* *}\right)$ of round 3 by using the known keys $K^{0}, K^{1}, K^{2}, K^{* 0}, K^{* 1}, K^{* 2}$ and MD4.
6. If $X^{\prime} \oplus X^{* *}=\left(e_{31}, 0,0,0\right)$, we identify $E=$ MD4. Otherwise, we identify $E=$ a randomly chosen cipher.

If $E$ is MD4, this attack will succeed with probability one (we have checked with thousands of simulations that this attack always works for MD4), but if $E$ is a randomly chosen cipher, this attack will succeed with probability $1-2^{-128}$. Therefore, the success rate of this attack is very close to 1 .

Similarly, we can construct related-key boomerang distinguishers of TYPE 3 based on four related keys and distinguish MD4 from a randomly chosen cipher
by using them. As a compensation of the use of four related keys, these attacks are more efficient than those with two related keys. See Table B. 1 in Appendix B for our distinguisher and Table 5.1 for our results. In order to estimate $\operatorname{Pr}[B O O-4]$ we have carried out experiments on a number of related keys with $2^{11}$ chosen plaintext pairs and $2^{11}$ adaptively chosen ciphertext pairs each and we have observed $121,122,118,132,113144,141,134,135,113, \cdots$ boomerangs returning for each related-key. It confirms that the probability $\operatorname{Pr}[B O O-4]$ is approximately $2^{-4}$. We have also performed hundreds of simulations using $2^{5}$ chosen plaintext pairs and $2^{5}$ adaptively chosen ciphertext pairs in order to check the success rate of our distinguishing attack $1-\left(1-2^{-4}\right)^{2^{5}} \approx 0.87$ when $E=$ MD4. In our simulations we could check that on average about 88 among 100 tests satisfy the distinguishing attack when $E=$ MD4 .

### 5.3 Related-Key Boomerang Attacks on MD5 and HAVAL

Similarly, in the MD5 and HAVAL attacks, we first find consecutive two relatedkey differentials with high probabilities which are independent of each other, and then we estimate the probability $\operatorname{Pr}[B O O-k]$ on the basis of those differentials by a series of simulations, where $k$ is the number of source keys $(k$ is equal to 2 or 4 ). As for 5 -pass HAVAL, we can carry out an experiment on a reducedround variant (which is truncated for the first and the last several rounds) to get $\operatorname{Pr}[B O O-k]$ for the reduced variant and then we can use the obtained value as well as probabilities for the truncated rounds of the consecutive two related-key differentials (which were found in the first stage) to estimate $\operatorname{Pr}[B O O-2]$ for the full 5-pass HAVAL. See Appendix B for our distinguishers of MD5 and HAVAL.

The related-key boomerang attacks on MD5 and HAVAL are slightly different from those of MD4. The boomerang attack works by finding not only a chosen plaintext pair but also an adaptively chosen ciphertext pair that satisfy a boomerang distinguisher. For MD5 and HAVAL, once we obtain a ciphertext pair by asking for the encryption of a chosen plaintext pair, we know whether or not the adaptively chosen ciphertexts can be a boomerang candidate. For example, consider the boomerang distinguisher of Table B. 2 in Appendix B. Assume that the ciphertext pair obtained by asking for the encryption of a chosen plaintext pair is $\left(C, C^{*}\right)$ and $\left(a_{31}, c_{31}, d_{31}\right)$ of $C$ or $\left(a_{31}^{*}, c_{31}^{*}, d_{31}^{*}\right)$ of $C^{*}$ is in $\{(0,0,0),(0,1,0),(1,0,1),(1,1,1)\}$. Then the adaptively chosen ciphertext pair $\left(C \oplus \delta, C^{*} \oplus \delta\right)$ cannot satisfy our boomerang distinguisher, where $\delta=\left(e_{5}, e_{5}, e_{5}, e_{5}\right)$. That is, in this case $\Delta A^{63}$ cannot be of the form $e_{5}$ since the difference induced by the Boolean function of the last round is 0 for $\left(C \oplus \delta, C^{*} \oplus \delta\right)$. (Note that in the boomerang attacks on MD4 we cannot use this procedure since
the Boolean function used in the last round of MD4 is linear.) This is the reason why the required number of queries for the decryption process is smaller than that for the encryption process.

We have also performed a series of simulations to verify related-key boomerang attacks on the encryption modes of MD5 and HAVAL, which are indicated in Table 5.1 by the symbol $\dagger$. According to our probabilities of related-key boomerang distinguishers in Appendix B and the data complexity in Table 5.1, related-key boomerang attacks work with a success rate of about 0.87 , when $E$ is MD5 or HAVAL. During our simulations, we have observed that the simulation results correspond to our estimation of success rate. As an example of our simulations, we give in Appendix B. 4 a related-key quartet, a chosen plaintext pair and an adaptively chosen ciphertext pair of MD5 obtained by the boomerang distinguisher described in Table B.3.

### 5.4 Conclusion

In this chapter, we have applied the related-key boomerang attack to the encryption modes of MD4, MD5 and HAVAL. The MD4, MD5 and HAVAL used in encryption modes are all vulnerable to the related-key boomerang attack. The presented attacks have been experimentally tested and run milliseconds on a PC.

Our results show that one should be very careful when using existing hash functions in encryption mode.

## Chapter 6

## Applications to MAC Algorithms

### 6.1 Introduction

HMAC is proved to be a pseudorandom function under the assumption that the compression function of the underlying hash function is a pseudorandom function [2] (the security proof of pseudorandomness provides the MAC security [4]). However, this does not guarantee the security of HMAC if it is instantiated with a specific cryptographic hash function such as MD5 or SHA-1. The recent attacks of Wang et al. $[126,124,125,127,129]$ and Biham et al. [9, 10] have undermined the confidence in the most popular collision resistant hash functions such as MD5 and SHA-1. However, it is widely assumed that these attacks have no impact on the security of MAC algorithms based on these hash functions such as HMAC since they use a keyed initial value.

This thesis is the first work which presents a detailed analysis of distinguishing and forgery attacks on HMAC based on MD5, SHA-1 and other MDx-type hash functions. Our results allow to quantify to which extent the vulnerabilities of these hash functions carry over to the HMAC construction. This is achieved by the introduction of two novel distinguishers of the general structure of HMAC. We use a message pair which induces a collision in its corresponding MAC pair for designing a differential distinguisher of HMAC and also use a message quartet which induces two collisions in its corresponding MAC quartet for designing a rectangle distinguisher ${ }^{1}$ of HMAC. With these two distinguishers we discuss the

[^5]security of HMAC based on HAVAL [130], MD4 [111], MD5 [112], SHA-0 [40] and SHA-1 [41].

First, we construct new differentials of the full 3-pass HAVAL and reduced MD5 to form rectangle distinguishers of HMAC, and we use them to distinguish HMAC with the full 3-pass HAVAL and reduced MD5 from HMAC with a random function. Second, we investigate how effectively the differentials of MD4, SHA-0 and SHA-1 found by Wang et al. [126, 124, 125, 127, 129] and Biham et al. [9, 10] are applied to our differential and rectangle distinguishers in HMAC. After converting their differentials into our differential and rectangle distinguishers, we devise distinguishing and forgery attacks on HMAC based on reduced or full versions of MD4, SHA-0 and SHA-1. In particular, we show how to distinguish HMAC with the full SHA-0 and MD4 from HMAC with a random function and present a forgery attack on HMAC with the full MD4. See for details of the results Table 6.3 in Sect. 6.5 (the function $h_{2}$ and the probabilities $\hat{p}$ and $q$ in Table 6.3 will be defined in the following sections). Our distinguishing and forgery attacks can be mounted on NMAC based on HAVAL, MD4, MD5, SHA-0 and SHA-1 with the same complexity. Furthermore, we show that our differential and rectangle distinguishers can lead to second-preimage attacks on HMAC and NMAC.

### 6.2 Some General Attacks on HMAC

Using the birthday paradox we can induce a general distinguishing attack on HMAC as follows [108]:

1. Collect $2^{l / 2}$ randomly chosen messages with a $t$-bit length, denoted $M_{i}$, and ask for their MAC values, denoted $C_{i}$ (recall that the bit-length of the MAC values is $l$ ).
2. Find message pairs $M_{j}$ and $M_{k}$ such that $C_{j}=C_{k}$.
3. For each of $\left(M_{j}, M_{k}\right)$ pairs such that $C_{j}=C_{k}$, ask for a MAC pair of $M_{j} \| P$ and $M_{k} \| P$, where $P$ is some non-empty string. If there is at least one MAC pair that collides in this step, output the MAC algorithm $=$ HMAC.

This attack requires about $2^{l / 2}$ messages and works with a probability of 0.63 by the birthday paradox when the MAC algorithm is HMAC. This is due to the fact that if there exists at least one message pair $\left(M_{j}, M_{k}\right)$ such that their outputs of $h_{2}$ or $H_{2}$ are the same, this attack always works. This attack can also easily be converted into a general forgery attack on HMAC. Once we get a MAC pair that collides in Step 3, we again ask for the corresponding MAC of $M_{j}\|P\| P^{\prime}$,
denoted $C$, where $P^{\prime}$ is some non-empty string. We can then construct a forgery, i.e., a new message $M_{k}\|P\| P^{\prime}$ with a valid MAC: $C$ with the same success rate.

These general attacks show that interesting distinguishing and forgery attacks on HMAC need to require fewer than $2^{l / 2}$ message queries. We thus consider attacks that distinguish HMAC from a random function, and forgery attacks on HMAC which work with a data complexity less than $2^{l / 2}$ messages. In addition to these two kinds of attacks, we also consider attacks of distinguishing instantiated HMAC (by existing hash functions) from HMAC with a random function. In this distinguishing attack, it does not matter whether or not they require more than $2^{l / 2}$ message queries, since there does not exist a general attack based on the birthday paradox which can distinguish HMAC with existing hash functions from HMAC with a random function. In order to clarify the difference, we denote the first and second distinguishing attacks by distinguishing- $R$ and distinguishing- $H$ attacks, respectively. The distinguishing- $R$ attack is useful when the cryptanalyst wants to check whether output strings are produced from HMAC (in this case, the cryptanalyst does not know whether the output producing algorithm is HMAC), while the distinguishing- $H$ attack is useful when the cryptanalyst wants to check which cryptographic hash function is embedded in HMAC (in this case, the cryptanalyst somehow already knows that the output producing algorithm is HMAC, for instance, by the distinguishing- $R$ attack, but he does not know the underlying hash function in HMAC).

### 6.3 Differential and Rectangle Distinguishers of HMAC

In this section, we present two distinguishers of the general structure of HMAC, which can lead to distinguishing or forgery attacks if HMAC is instantiated with some cryptographic hash function with a slow difference propagation. These two distinguishers, called differential and rectangle distinguishers, are both built based on internal collisions. ${ }^{2}$ We focus on HMAC with one-block messages, which is the main target in our attacks.

### 6.3.1 Differential Distinguisher of HMAC

By using MAC collisions we construct a differential distinguisher of HMAC. It works as follows:

- Choose a message $M_{i}$ at random and compute another message $M_{i}^{\prime}=$ $M_{i} \oplus \alpha$, where $M_{i}$ has the same length as $\alpha(\neq 0)$.

[^6]- With a chosen message attack scenario, obtain the MAC values $C_{i}=$ $\operatorname{HMAC}\left(K, M_{i}\right)$ and $C_{i}^{\prime}=\operatorname{HMAC}\left(K, M_{i}^{\prime}\right)$.
- Check if $C_{i} \oplus C_{i}^{\prime}=0$.

For HMAC, the last test holds with a probability of approximately $q=$ $\operatorname{Pr}_{X}\left[h_{2}\left(I V^{\prime}, X\right) \oplus h_{2}\left(I V^{\prime}, X \oplus \alpha\right)=0\right]$, where $I V^{\prime}=h_{1}(I V, K \oplus i p a d)$. In fact, the last test holds with a probability of approximately $q+(1-q) \cdot 2^{-l}$. Because even if the $M_{i}$ and $M_{i}^{\prime}$ do not cause a collision after the function $h_{2}$, their MAC values can still have the same value. However, in the computation of the probability for our differential distinguisher we do not consider this case.

On the other hand, for a random function (resp. HMAC with a random function ${ }^{3}$ ), the last test holds with a probability of $2^{-l}$ (resp. $2^{-l+1}$ ). Hence, we have the following differential distinguisher of HMAC.

Theorem 6.3.1 [A Differential Distinguisher of HMAC] HMAC can be distinguished from a random function (resp. HMAC with a random function) if $q>2^{-l}\left(\right.$ resp. $\left.q>2^{-l+1}\right)$, where $q=\operatorname{Pr}_{X}\left[h_{2}\left(I V^{\prime}, X\right) \oplus h_{2}\left(I V^{\prime}, X \oplus \alpha\right)=0\right]$ and $I V^{\prime}=h_{1}(I V, K \oplus i p a d)$.

In order for this differential distinguisher to be used in distinguishing- $R$ and forgery attacks, the probability $q$ should be larger than $2^{-l / 2}$, which allows these attacks to work with fewer than $2^{l / 2}$ message queries (details are described in Sect. 6.5).

### 6.3.2 Rectangle Distinguisher of HMAC

The rectangle distinguisher of HMAC can be built by the rectangle technique which is widely used in analyzing block ciphers (cf. Sect. 3.4). In block ciphers the rectangle technique can be mounted based on their bijectivity. However, in MACs it can exploit the non-bijectivity, i.e., two different messages may correspond to the same MAC value or the same intermediate value (an internal collision). We use this non-bijective property to devise our rectangle distinguisher of HMAC. Our rectangle distinguisher of HMAC works as follows (refer to Fig. 6.1):

- Choose two messages $M_{i}$ and $M_{j}$ at random and compute two other messages $M_{i}^{\prime}=M_{i} \oplus \alpha$ and $M_{j}^{\prime}=M_{j} \oplus \alpha$, where $M_{i}$ and $M_{j}$ both have the same length as $\alpha(\neq 0)$.

[^7]

Figure 6.1: Rectangle Distinguisher of $\operatorname{HMAC}\left(M_{i} \oplus M_{i}^{\prime}=M_{j} \oplus M_{j}^{\prime}=\alpha\right)$

- With a chosen message attack scenario, obtain the MAC values $C_{i}=$ $\operatorname{HMAC}\left(K, M_{i}\right), C_{i}^{\prime}=\operatorname{HMAC}\left(K, M_{i}^{\prime}\right), C_{j}=\operatorname{HMAC}\left(K, M_{j}\right)$ and $C_{j}^{\prime}=$ $\operatorname{HMAC}\left(K, M_{j}^{\prime}\right)$.
- Check if $C_{i} \oplus C_{j}=C_{i}^{\prime} \oplus C_{j}^{\prime}=0$ or $C_{i} \oplus C_{j}^{\prime}=C_{i}^{\prime} \oplus C_{j}=0$.

We denote by $I_{i}, I_{i}^{\prime}, I_{j}$ and $I_{j}^{\prime}$ the outputs of $h_{2} \circ h_{1}$ for the messages $M_{i}, M_{i}^{\prime}, M_{j}$ and $M_{j}^{\prime}$, respectively (see Fig. 6.1). Note that in Fig. 6.1 $\mathrm{K} \oplus$ ipad and $K \oplus$ opad are inserted into the message parts of the functions $h_{1}$ and $h_{3}$, respectively. In order to compute the probability to satisfy the last test we should consider the following probabilities: $p=\operatorname{Pr}_{X}\left[h_{2}\left(I V^{\prime}, X\right) \oplus h_{2}\left(I V^{\prime}, X \oplus \alpha\right)=\beta\right]$ and $\hat{p}=\sqrt{\sum_{\beta}\left(p^{2}\right)}$, where $I V^{\prime}=h_{1}(I V, K \oplus i p a d)$.

By the definition of the probability $p$, we get $I_{i} \oplus I_{i}^{\prime}=I_{j} \oplus I_{j}^{\prime}=\beta$ with probability $p^{2}$. Since the function $h_{2}$ is not a permutation (here, the domain of $h_{2}$ is the message space and its co-domain is the space of hash values), we expect $I_{i} \oplus I_{j}=0$ with probability $2^{-l}$ under the assumption that the output values of $h_{2}$ are distributed uniformly at random. Once we get $I_{i} \oplus I_{i}^{\prime}=I_{j} \oplus I_{j}^{\prime}=\beta$ and $I_{i} \oplus I_{j}=0$, we have the following equation:

$$
I_{i}^{\prime} \oplus I_{j}^{\prime}=\left(I_{i} \oplus \beta\right) \oplus\left(I_{j} \oplus \beta\right)=I_{i} \oplus I_{j}=0
$$

These equations allow us to get $C_{i} \oplus C_{j}=C_{i}^{\prime} \oplus C_{j}^{\prime}=0$ and thus the probability of satisfying $C_{i} \oplus C_{j}=C_{i}^{\prime} \oplus C_{j}^{\prime}=0$ is approximately

$$
\sum_{\beta} p^{2} \cdot 2^{-l}=\hat{p}^{2} \cdot 2^{-l}
$$

(Note that the probability of satisfying $C_{i} \oplus C_{j}=C_{i}^{\prime} \oplus C_{j}^{\prime}=0$ is slightly larger than $\hat{p}^{2} \cdot 2^{-l}$. Because even if the $I_{i}$ and $I_{j}$ (or the $I_{i}^{\prime}$ and $I_{j}^{\prime}$ ) are not the same, still there is a chance to have $C_{i} \oplus C_{j}=C_{i}^{\prime} \oplus C_{j}^{\prime}=0$. However, we believe that a simplified analysis is sufficient for the computation of the probability for our rectangle distinguisher.) Similarly, we get $I_{i} \oplus I_{j}^{\prime}=0$ with a probability of $2^{-l}$ and thus $C_{i} \oplus C_{j}^{\prime}=C_{i}^{\prime} \oplus C_{j}=0$ holds with the same probability $\hat{p}^{2} \cdot 2^{-l}$.

On the other hand, for a random function (resp. HMAC with a random function), $C_{i} \oplus C_{j}=C_{i}^{\prime} \oplus C_{j}^{\prime}=0$ and $C_{i} \oplus C_{j}^{\prime}=C_{i}^{\prime} \oplus C_{j}=0$ hold with a probability of approximately $2^{-2 l}$ (resp. $2^{-2 l+2}$ ), respectively, since each requires a $2 l$-bit restriction (resp.a $(2 l-2)$-bit restriction ${ }^{4}$ ) to be satisfied. Hence, we have the following rectangle distinguisher of HMAC.

Theorem 6.3.2 [A Rectangle Distinguisher of HMAC] HMAC can be distinguished from a random function (resp. HMAC with a random function) if $\hat{p}^{2}$. $2^{-l}>2^{-2 l}$, i.e., $\hat{p}>2^{-l / 2}$ (resp. $\hat{p}^{2} \cdot 2^{-l}>2^{-2 l+2}$, i.e., $\hat{p}>2^{-l / 2+1}$ ), where $\hat{p}=\sqrt{\sum_{\beta}\left(p^{2}\right)}, p=\operatorname{Pr}_{X}\left[h_{2}\left(I V^{\prime}, X\right) \oplus h_{2}\left(I V^{\prime}, X \oplus \alpha\right)=\beta\right]$ and $I V^{\prime}=h_{1}(I V, K \oplus$ ipad).

Our rectangle distinguisher cannot be used in distinguishing- $R$ and in forgery attacks, since its required data complexity is always larger than $2^{l / 2}$ messages (details are described in Sect. 6.5). This is due to the fact that the rectangle probability is always less than or equal to $2^{-l}$.

Unlike the differential distinguisher of HMAC, the rectangle distinguisher uses a number of differentials without any restriction for output differences, while its

[^8]requirement to work is more expensive than that of the differential distinguisher, i.e., it uses probability $2^{-l / 2}$ ( or $2^{-l / 2+1}$ ) instead of $2^{-l}$ (or $2^{-l+1}$ ) for its comparison. If it is easy to get some nonzero output difference from the compression function of the underlying hash function, but it is difficult to get a zero output difference, i.e., a collision, then this rectangle distinguisher would be useful.

The success of our two distinguishers for HMAC depends significantly on the strength of $h_{2}$, which means the distinguishers do not depend strongly on the properties of $h_{1}, h_{3}$ and $h_{4}$. Even if $h_{1}, h_{3}$ and $h_{4}$ employ cryptographically strong compression functions (even iterated hash functions), our distinguishers can still work if $h_{2}$ has a weak difference propagation.

### 6.4 Differentials of HAVAL, MD4, MD5, SHA-0 and SHA-1

First, we check how many rounds of the compression functions of HAVAL, MD4, MD5, SHA-0 and SHA- 1 can be used for $h_{2}$ in our rectangle distinguisher, i.e., we investigate for how many rounds of each compression function $\hat{p}>2^{-l / 2}$ holds. Second, we discuss how to extend one-block messages (corresponding to $h_{2}$ ) into multi-block messages (corresponding to $\mathrm{H}_{2}$ ) in order to apply them to our rectangle distinguisher. Third, we deal with differentials with probabilities $q$ such that $q>2^{-l}$ or $q>2^{-l / 2}$.

### 6.4.1 One-Block Differentials for Rectangle Distinguishers

In order to compute the number of rounds for each compression function such that $\hat{p}>2^{-l / 2}$, we investigate a differential with probability $p$ from which the probability $\hat{p}$ can be estimated. We first consider the compression function of 3 -pass HAVAL.

In the compression function of HAVAL we insert a one-bit difference to two message words to produce a collision after the first pass with a high probability. This enables us to get probability-one differentials through many rounds in the first and second passes. More precisely, if we denote by $r_{1}, r_{2}, r_{3}, r_{4}, r_{5}$ and $r_{6}$ the round numbers involved in two such message words in the three passes where $r_{1}<r_{2}<\cdots<r_{6}$, we can construct a 96 -round differential with the following probability: for rounds $0-r_{1}$ probability 1 , for each of the rounds $\left(r_{1}+1\right)-r_{2}$ probability $2^{-1}$, for rounds $\left(r_{2}+1\right)-\left(r_{3}-1\right)$ probability 1 , for each of the rounds $r_{3}-r_{4}$ probability $2^{-1}$, for each of the rounds $\left(r_{4}+1\right)-\left(r_{5}-1\right)$ probability $2^{-2}$, for each of the rounds $r_{5}-r_{6}$ probability $2^{-3}$ and for each of the rounds $\left(r_{6}+1\right)-95$ probability $2^{-4}$ (this can be achieved by computing the differential probabilities derived from the differential distributions of Boolean functions and the use of both XOR and
modular additions). These probabilities may be slightly different according to in which message word between the two a difference $0 x 80000000$ is given. But the total probability is the same: $2^{-\left(r_{2}-r_{1}+r_{4}-r_{3}+1+2\left(r_{5}-r_{4}-1\right)+3\left(r_{6}-r_{5}+1\right)+4\left(95-r_{6}\right)\right)}$.

As a result of an exhaustive search, ${ }^{5}$ inserting a one-bit difference to the third and eleventh message words provides the best probability $p=2^{-102}$ (when $\Delta m^{2}=e_{31}$ and $\Delta m^{10}=e_{20}$ ). See Tables 6.1 and 6.2 for more details. Note that we use the XOR difference as the measure of difference and in the computation of the probability $p$ in Table 6.2 the modular additions of the unknown initial value and the last output value are considered. In our analysis we take into account the probability that the last output difference is preserved through the final modular additions.

In order to calculate $\hat{p}$ we should sum the square of the probability of all differentials with message difference $\alpha$. However, it is computationally infeasible and thus we have carried out experiments on the last three rounds (rounds 93-95) to estimate a lower bound for $\hat{p}$ (our simulation is based on the assumption that chosen message pairs follow the first 93 -round differential in Tables 6.1 and 6.2). For this work, we have randomly chosen a number of $I V \mathrm{~s}$ with $2^{28}$ message pairs $M_{i}, M_{i}^{*}$ and $2^{28}$ input pairs of round $93 I_{i}, I_{i}^{*}$ each and computed $M_{i}^{\prime}=$ $M_{i} \oplus \alpha, M_{i}^{*^{\prime}}=M_{i}^{*} \oplus \alpha$ and $I_{i}^{\prime}=I_{i} \oplus \delta$ and $I_{i}^{{*^{\prime}}^{\prime}}=I_{i}^{*} \oplus \delta$, where $\alpha$ is the message difference and $\delta$ is the input difference of round 93 in Table 6.2. We have then encrypted through rounds 93-95 $I_{i}, I_{i}^{\prime}, I_{i}^{*}$ and $I_{i}^{*^{\prime}}$ with $M_{i}, M_{i}^{\prime}, M_{i}^{*}$ and $M_{i}^{*^{\prime}}$ to obtain outputs $O_{i}, O_{i}^{\prime}, O_{i}^{*}$ and $O_{i}^{*^{\prime}}$. Finally, we have checked if $\left(O_{i}+I V\right) \oplus\left(O_{i}^{\prime}+I V\right)=\left(O_{i}^{*}+I V\right) \oplus\left(O_{i}^{*^{\prime}}+I V\right)$. In our experiments we have observed that the number of such quartets was ranging from 320 to 2130 for each $I V$. This simulation result suggests that the square of the probability $\hat{p}$ for rounds $93-95$ is approximately $2^{-18.2}$ and thus we can estimate the probability $\hat{p} \approx 2^{-9.1} \cdot 2^{-90}=2^{-99.1}$ since the differential probability for rounds $0-92$ in Tables 6.1 and 6.2 is $2^{-90}$. Furthermore, we can extend this differential up to 101 rounds such that $\hat{p}>2^{-128}$. See Table 6.2 for this extension. We have also performed a series of simulations on the last two rounds and from the simulation result we can estimate $\hat{p} \approx 2^{-124.4}$ for rounds $0-101$.

Similarly, we have investigated differentials for the compression function of MD5 with high probabilities by inserting a one-bit difference in two or three message words to produce a collision after the first pass. As a result, we can construct a 33 -round differential on MD5 with probability $p=2^{-56}$, which can be used to construct differentials with probability $\hat{p}$. See Table C. 1 in Appendix C for details of our reduced MD5 differential. Our investigations on HAVAL and MD5 have started from the assumption that low-weight differentials work out best when we can not use neutral bits and message modifications. However,

[^9]Table 6.1: Differential for Rounds 0-79 of HAVAL

| Round (i) | $\Delta A^{i}$ | $\Delta B^{i}$ | $\Delta C^{i}$ | $\Delta D^{i}$ | $\Delta E^{i}$ | $\Delta F^{i}$ | $\Delta G^{i}$ | $\Delta H^{i}$ | $\Delta m^{i}$ | Prob. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 |
| 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 |
| 2 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $e_{31}$ | 1 |
| 3 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $e_{31}$ | 0 | $2^{-1}$ |
| 4 | 0 | 0 | 0 | 0 | 0 | 0 | $e_{31}$ | 0 | 0 | $2^{-1}$ |
| 5 | 0 | 0 | 0 | 0 | 0 | $e_{31}$ | 0 | 0 | 0 | $2^{-1}$ |
| 6 | 0 | 0 | 0 | 0 | $e_{31}$ | 0 | 0 | 0 | 0 | $2^{-1}$ |
| 7 | 0 | 0 | 0 | $e_{31}$ | 0 | 0 | 0 | 0 | 0 | $2^{-1}$ |
| 8 | 0 | 0 | $e_{31}$ | 0 | 0 | 0 | 0 | 0 | 0 | $2^{-1}$ |
| 9 | 0 | $e_{31}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $2^{-1}$ |
| 10 | $e_{31}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $e_{20}$ | $2^{-1}$ |
| 11 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 |
| $\vdots$ | : | $\vdots$ | $\vdots$ | : | : | $\vdots$ | $\vdots$ | $\vdots$ | : | : |
| 44 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 |
| 45 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $e_{20}$ | $2^{-1}$ |
| 46 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $e_{20}$ | 0 | $2^{-1}$ |
| 47 | 0 | 0 | 0 | 0 | 0 | 0 | $e_{20}$ | 0 | 0 | $2^{-1}$ |
| 48 | 0 | 0 | 0 | 0 | 0 | $e_{20}$ | 0 | 0 | 0 | $2^{-1}$ |
| 49 | 0 | 0 | 0 | 0 | $e_{20}$ | 0 | 0 | 0 | 0 | $2^{-1}$ |
| 50 | 0 | 0 | 0 | $e_{20}$ | 0 | 0 | 0 | 0 | 0 | $2^{-1}$ |
| 51 | 0 | 0 | $e_{20}$ | 0 | 0 | 0 | 0 | 0 | 0 | $2^{-1}$ |
| 52 | 0 | $e_{20}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $2^{-1}$ |
| 53 | $e_{20}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $2^{-1}$ |
| 54 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $e_{9}$ | 0 | $2^{-1}$ |
| 55 | 0 | 0 | 0 | 0 | 0 | 0 | $e_{9}$ | 0 | 0 | $2^{-1}$ |
| 56 | 0 | 0 | 0 | 0 | 0 | $e_{9}$ | 0 | 0 | 0 | $2^{-1}$ |
| 57 | 0 | 0 | 0 | 0 | $e_{9}$ | 0 | 0 | 0 | 0 | $2^{-1}$ |
| 58 | 0 | 0 | 0 | $e_{9}$ | 0 | 0 | 0 | 0 | 0 | $2^{-1}$ |
| 59 | 0 | 0 | $e_{9}$ | 0 | 0 | 0 | 0 | 0 | 0 | $2^{-1}$ |
| 60 | 0 | $e_{9}$ | 0 | 0 | 0 | 0 | 0 | 0 | $e_{31}$ | $2^{-1}$ |
| 61 | $e_{9}$ | 0 | 0 | 0 | 0 | 0 | 0 | $e_{31}$ | 0 | $2^{-2}$ |
| 62 | 0 | 0 | 0 | 0 | 0 | 0 | $e_{31}$ | $e_{30}$ | 0 | $2^{-2}$ |
| 63 | 0 | 0 | 0 | 0 | 0 | $e_{31}$ | $e_{30}$ | 0 | 0 | $2^{-2}$ |
| 64 | 0 | 0 | 0 | 0 | $e_{31}$ | $e_{30}$ | 0 | 0 | 0 | $2^{-2}$ |
| 65 | 0 | 0 | 0 | $e_{31}$ | $e_{30}$ | 0 | 0 | 0 | 0 | $2^{-2}$ |
| 66 | 0 | 0 | $e_{31}$ | $e_{30}$ | 0 | 0 | 0 | 0 | 0 | $2^{-2}$ |
| 67 | 0 | $e_{31}$ | $e_{30}$ | 0 | 0 | 0 | 0 | 0 | 0 | $2^{-2}$ |
| 68 | $e_{31}$ | $e_{30}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $2^{-2}$ |
| 69 | $e_{30}$ | 0 | 0 | 0 | 0 | 0 | 0 | $e_{20}$ | 0 | $2^{-2}$ |
| 70 | 0 | 0 | 0 | 0 | 0 | 0 | $e_{20}$ | $e_{19}$ | 0 | $2^{-2}$ |
| 71 | 0 | 0 | 0 | 0 | 0 | $e_{20}$ | $e_{19}$ | 0 | 0 | $2^{-2}$ |
| 72 | 0 | 0 | 0 | 0 | $e_{20}$ | $e_{19}$ | 0 | 0 | 0 | $2^{-2}$ |
| 73 | 0 | 0 | 0 | $e_{20}$ | $e_{19}$ | 0 | 0 | 0 | 0 | $2^{-2}$ |
| 74 | 0 | 0 | $e_{20}$ | $e_{19}$ | 0 | 0 | 0 | 0 | 0 | $2^{-2}$ |
| 75 | 0 | $e_{20}$ | $e_{19}$ | 0 | 0 | 0 | 0 | 0 | 0 | $2^{-2}$ |
| 76 | $e_{20}$ | $e_{19}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $2^{-2}$ |
| 77 | $e_{19}$ | 0 | 0 | 0 | 0 | 0 | 0 | $e_{9}$ | 0 | $2^{-2}$ |
| 78 | 0 | 0 | 0 | 0 | 0 | 0 | $e_{9}$ | $e_{8}$ | 0 | $2^{-2}$ |
| 79 | 0 | 0 | 0 | 0 | 0 | $e_{9}$ | $e_{8}$ | 0 | 0 | $2^{-2}$ |
| 80 | 0 | 0 | 0 | 0 | $e_{9}$ | $e_{8}$ | 0 | 0 | 0 |  |

Table 6.2: Differential for Rounds 80-101 of HAVAL

| Round (i) | $\Delta A^{i}$ | $\Delta B^{i}$ | $\Delta C^{i}$ | $\Delta D^{i}$ | $\Delta E^{i}$ | $\Delta F^{i}$ | $\Delta G^{i}$ | $\Delta H^{i}$ | $\Delta m^{i}$ | Prob. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 80 | 0 | 0 | 0 | 0 | $e_{9}$ | $e_{8}$ | 0 | 0 | 0 | $2^{-2}$ |
| 81 | 0 | 0 | 0 | $e_{9}$ | $e_{8}$ | 0 | 0 | 0 | 0 | $2^{-2}$ |
| 82 | 0 | 0 | $e_{9}$ | $e_{8}$ | 0 | 0 | 0 | 0 | 0 | $2^{-2}$ |
| 83 | 0 | $e_{9}$ | $e_{8}$ | 0 | 0 | 0 | 0 | 0 | 0 | $2^{-2}$ |
| 84 | $e_{9}$ | $e_{8}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $2^{-2}$ |
| 85 | $e_{8}$ | 0 | 0 | 0 | 0 | 0 | 0 | $e_{30}$ | 0 | $2^{-2}$ |
| 86 | 0 | 0 | 0 | 0 | 0 | 0 | $e_{30}$ | $e_{29}$ | 0 | $2^{-2}$ |
| 87 | 0 | 0 | 0 | 0 | 0 | $e_{30}$ | $e_{29}$ | 0 | 0 | $2^{-2}$ |
| 88 | 0 | 0 | 0 | 0 | $e_{30}$ | $e_{29}$ | 0 | 0 | 0 | $2^{-2}$ |
| 89 | 0 | 0 | 0 | $e_{30}$ | $e_{29}$ | 0 | 0 | 0 | 0 | $2^{-2}$ |
| 90 | 0 | 0 | $e_{30}$ | $e_{29}$ | 0 | 0 | 0 | 0 | 0 | $2^{-2}$ |
| 91 | 0 | $e_{30}$ | $e_{29}$ | 0 | 0 | 0 | 0 | 0 | $e_{20}$ | $2^{-3}$ |
| 92 | $e_{30}$ | $e_{29}$ | 0 | 0 | 0 | 0 | 0 | $e_{20}$ | 0 | $2^{-3}$ |
| 93 | $e_{29}$ | 0 | 0 | 0 | 0 | 0 | $e_{20}$ | $e_{19}$ | 0 | $2^{-3}$ |
| 94 | 0 | 0 | 0 | 0 | 0 | $e_{20}$ | $e_{19}$ | $e_{18}$ | 0 | $2^{-3}$ |
| 95 | 0 | 0 | 0 | 0 | $e_{20}$ | $e_{19}$ | $e_{18}$ | 0 | $e_{31}$ | $2^{-3}$ |
| 96 | 0 | 0 | 0 | $e_{20}$ | $e_{19}$ | $e_{18}$ | 0 | $e_{31}$ | 0 | $2^{-4}$ |
| 0-95 | $p=2^{-102}, \hat{p}=2^{-99.1}$ |  |  |  |  | (3-pass HAVAL) |  |  |  |  |
| 97 | 0 | 0 | $e_{20}$ | $e_{19}$ | $e_{18}$ | 0 | $e_{31}$ | 0 | 0 | $2^{-4}$ |
| 98 | 0 | $e_{20}$ | $e_{19}$ | $e_{18}$ | 0 | $e_{31}$ | 0 | 0 | 0 | $2^{-4}$ |
| 99 | $e_{20}$ | $e_{19}$ | $e_{18}$ | 0 | $e_{31}$ | 0 | 0 | 0 | 0 | $2^{-4}$ |
| 100 | $e_{19}$ | $e_{18}$ | 0 | $e_{31}$ | 0 | 0 | 0 | $e_{9}$ | $e_{31}$ | $2^{-4}$ |
| 101 | $e_{18}$ | 0 | $e_{31}$ | 0 | 0 | 0 | $e_{9}$ | $e_{8,31}$ | 0 | $2^{-5}$ |
| 102 | 0 | $e_{31}$ | 0 | 0 | 0 | $e_{9}$ | $e_{8,31}$ | $e_{7}$ |  |  |
| 0-101 | $p=2^{-127}, \hat{p}=2^{-124.4}$ |  |  |  |  | (reduced 4-pass HAVAL) |  |  |  |  |

there is still a possibility that HAVAL and MD5 have stronger differentials which can be derived by other methods (refer to [26]).

For MD4, SHA-0 and SHA-1, we have used the previous differentials in our distinguishers, i.e., a 48-round differential for MD4 with probability $2^{-56}$ in [129], a 65 -round differential for SHA-0 with probability $2^{-78}$ in $[9,10]$ and a 43 -round differential for SHA-1 with probability $2^{-80}$ in [10]. The 43 -round differential for SHA-1 is an extension of the 34 -round differential described in [10], and the differential probabilities for SHA-0 and SHA-1 have been recomputed. The main difference in the computations of differential probabilities between [9, 10] and our analysis is the use of neutral bits. In SHA-0 and SHA-1 initial values are known, which enables us to use neutral bits on message pairs to improve differential probabilities. However, in our analysis of HMAC initial values are determined by a secret key $K$, which implies they are unknown. See Appendix C for the recomputed differentials of SHA-0 and SHA-1. We have also carried out the same experiments on the last few rounds to estimate each $\hat{p}$ and from
our simulations we can estimate $\hat{p} \approx 2^{-56}, 2^{-47.6}, 2^{-78}$ and $2^{-73.4}$ for 48 -round MD4, 33 -round MD5, 65 -round SHA-0 and 43-round SHA-1, respectively.

### 6.4.2 Multi-Block Differentials for Rectangle Distinguishers

We now discuss the probability $\hat{p}$ for HMAC using multi-block messages. Assume that two multi-block messages $M$ and $M^{\prime}$ inserted to $H_{2}$ are divided into $n$ block sub-messages $M^{1}\left\|M^{2}\right\| \cdots \| M^{n}$ and $M^{\prime 1}\left\|M^{\prime 2}\right\| \cdots \| M^{\prime n}$ with difference $\alpha=\alpha_{1}$ $\left\|\alpha_{2}\right\| \cdots \| \alpha_{n}$. Then the initial values for $M^{i}$ and $M^{\prime i}$ are the same as the hash values of the underlying hash function for the sub-messages $M^{1}\left\|M^{2}\right\| \cdots \| M^{i-1}$ and $M^{\prime 1}\left\|M^{\prime 2}\right\| \cdots \| M^{\prime-1}$ for $2 \leq i \leq n$. Recall that the initial values for $M^{1}$ and $M^{\prime 1}$ are the same, namely the output of the compression function for $K \oplus i p a d$. Assuming that for the $i$-th compression function of $H_{2}$ there exist differentials $\beta_{i-1} \rightarrow \beta_{i}$ with probability $p_{i}$ under the message difference $\alpha_{i}$, where $\beta_{0}=0$, i.e., for a sub-message pair $\left(M^{i}, M^{i}\right)$ the input difference $\beta_{i-1}$ goes to output difference $\beta_{i}$ with probability $p_{i}$, we get

$$
\hat{p}=\sqrt{\sum_{\beta_{1}, \beta_{2}, \cdots, \beta_{n}}\left(p_{1} \times p_{2} \times \cdots \times p_{n}\right)^{2}}
$$

under the message difference $\alpha_{1}\left\|\alpha_{2}\right\| \cdots \| \alpha_{n}$. This is due to the fact that the initial value to the first compression function of the $H_{2}$ is not known. If the initial value is known, the probability $\hat{p}$ is much higher than when it is unknown since the known initial value allows us to find specific sub-messages $M_{i}$ and $M_{i}^{\prime}$ with probability $p_{i}$ to produce two outputs with difference $\beta_{i}$ from $i=1$ till $i=n$ in order. This method has been introduced in [126, 127, 125, 10]. So it is much more difficult to apply multi-block messages in our rectangle distinguisher of HMAC compared to the use of one-block messages (in terms of the same number of rounds of the compression function). A similar argument applies to multi-block differentials for differential distinguishers, hence we omit the details of multi-block differentials of HAVAL, MD4, MD5, SHA-0 and SHA-1.

Note that for HMAC with a random function that uses multi-block messages, the differential and rectangle tests pass with higher probabilities than when it uses one-block messages. This is due to the fact that if HMAC with a random function uses multi-block messages, there are more than one differential path to yield a collision after the function $H_{2}$ unlike when it uses one-block messages.

### 6.4.3 Differentials for Differential Distinguishers

As stated above, our differential distinguisher works based on a differential which causes a zero difference, i.e., a collision, after the function $h_{2}$. We use the forego-
ing differentials or the previously known differentials on MD4, SHA-0 and SHA-1 in our distinguishing and forgery attacks:

- For SHA-0, the 65 -round differential with probability $2^{-78}$ in Tables C. 2 and C. 3 can be extended into a 82 -round differential with probability $2^{-98}(\approx$ $q$ ), which causes a collision (this extended differential has appeared in [9], but the differential probability is lower than that in [9] since we cannot use neutral bits.)
- For SHA-1, the first 34 -round differential with probability $2^{-52}$ in Tables C. 4 and C. 5 can be used as our differential distinguisher.
- For the full MD4, there exists a differential with probability $2^{-56}(\approx q)$, which causes a zero output difference from an unknown initial value [129].
- For the full SHA-0, there exists a differential with probability $2^{-107}(\approx$ $q$ ), which causes a zero output difference from an unknown initial value [124, 127].


### 6.5 Distinguishing and Forgery Attacks on HMAC Based on HAVAL, MD4, MD5, SHA-0 and SHA-1

We use the probabilities $\hat{p}$ and $q$ to show two distinguishing attacks and a forgery attack on the HMAC construction, and apply these attacks to HMAC based on HAVAL, MD4, MD5, SHA-0 and SHA-1.

Our first distinguishing attack on HMAC using $\hat{p}$ and a rectangle distinguisher is described as follows:

1. Collect $2^{(l+1) / 2} \cdot \hat{p}^{-1}$ message pairs $\left(M_{i}, M_{i}^{\prime}\right)$ with difference $\alpha$, where all the $M_{i}$ and $M_{i}^{\prime}$ have the same bit-length $t$.
2. With a chosen message attack scenario, ask for MAC pairs of all the $\left(M_{i}, M_{i}^{\prime}\right)$. We denote the corresponding MAC pairs by $\left(C_{i}, C_{i}^{\prime}\right)$. We assume that the MAC algorithm is either an instantiated HMAC or a random function (or HMAC with a random function) which maps $t$ bits to $l$ bits.
3. Check if $C_{i} \oplus C_{j}=C_{i}^{\prime} \oplus C_{j}^{\prime}=0$ or $C_{i} \oplus C_{j}^{\prime}=C_{i}^{\prime} \oplus C_{j}=0$ for all $i, j$ such that $1 \leq i<j \leq 2^{(l+1) / 2} \cdot \hat{p}^{-1}$. If there is at least one MAC quartet that satisfies this test, output the MAC algorithm = HMAC, otherwise, output the MAC algorithm $=$ a random function (or HMAC with a random function).

The data complexity of this attack is $2^{1+(l+1) / 2} \cdot \hat{p}^{-1}$ chosen messages and this attack requires a memory of $2^{1+(l+1) / 2} \cdot \hat{p}^{-1} l$-bit blocks for storing all the MAC values. The time complexity of this attack is dominated by Step 1 (the data collection time) and Step 3, which seeks colliding MAC quartets. Since it can be done efficiently by sorting the MAC pairs $\left(C_{i}, C_{i}^{\prime}\right.$ )'s by $C_{i}$ 's, the time complexity of this attack is thus a fraction of the time required to compute the MAC values for the chosen messages (Step 1).

The success rate of this attack is calculated as follows. In Step 1 the $2^{(l+1) / 2}$. $\hat{p}^{-1}$ message pairs form $2^{l} \cdot \hat{p}^{-2}$ message quartets $\left(\left(M_{i}, M_{i}^{\prime}\right),\left(M_{j}, M_{j}^{\prime}\right)\right)$ corresponding to MAC quartets $\left(\left(C_{i}, C_{i}^{\prime}\right),\left(C_{j}, C_{j}^{\prime}\right)\right)$ for $1 \leq i<j \leq 2^{(l+1) / 2} \cdot \hat{p}^{-1}$. Since for HMAC $C_{i} \oplus C_{j}=C_{i}^{\prime} \oplus C_{j}^{\prime}=0$ holds with a probability of $2^{-l} \cdot \hat{p}^{2}$, and $C_{i} \oplus C_{j}^{\prime}=C_{i}^{\prime} \oplus C_{j}=0$ also holds with the same probability (this probability has been computed in Sect. 6.3), the expected number of MAC quartets satisfying the last test is $2\left(=\left(2^{l} \cdot \hat{p}^{-2}\right) \cdot\left(2^{-l} \cdot \hat{p}^{2}\right)+\left(2^{l} \cdot \hat{p}^{-2}\right) \cdot\left(2^{-l} \cdot \hat{p}^{2}\right)\right)$. On the other hand, for a random function, $C_{i} \oplus C_{j}=C_{i}^{\prime} \oplus C_{j}^{\prime}=0$ holds with a probability of $2^{-2 l}$, and $C_{i} \oplus C_{j}^{\prime}=C_{i}^{\prime} \oplus C_{j}=0$ also holds with the same probability and thus the expectation of satisfying the test is $2^{-l+1} \cdot\left(\hat{p}^{-2}\right)\left(=2^{-2 l} \cdot\left(2^{l} \cdot \hat{p}^{-2}\right)+2^{-2 l} \cdot\left(2^{l} \cdot \hat{p}^{-2}\right)\right)$. Hence, the success rate of this attack is

$$
\frac{1-\left(1-2^{-l} \cdot \hat{p}^{2}\right)^{2^{l+1} \cdot \hat{p}^{-2}}}{2}+\frac{\left(1-2^{-2 l}\right)^{2^{l+1} \cdot \hat{p}^{-2}}}{2} \approx \frac{1-e^{-2}}{2}+\frac{e^{-2^{-l+1} \cdot \hat{p}^{-2}}}{2}
$$

Here, the first term is approximately 0.43 . Our second distinguishing attack on HMAC using $q$ and a differential distinguisher is described as follows:

1. Collect $2 \cdot q^{-1}$ message pairs $\left(M_{i}, M_{i}^{\prime}\right)$ with difference $\alpha$, where all the $M_{i}$ and $M_{i}^{\prime}$ have the same bit-length $t$.
2. With a chosen message attack scenario, ask for MAC pairs of all the $\left(M_{i}, M_{i}^{\prime}\right)$. We denote the corresponding MAC pairs by $\left(C_{i}, C_{i}^{\prime}\right)$. We assume that the MAC algorithm is either an instantiated HMAC or a random function (or HMAC with a random function) which maps $t$ bits to $l$ bits.
3. Check if $C_{i} \oplus C_{i}^{\prime}=0$. If there is at least one MAC pair that satisfies this test, output the MAC algorithm = HMAC, otherwise, output the MAC algorithm $=$ a random function (or HMAC with a random function).

The data complexity of this attack is $2^{2} \cdot q^{-1}$ chosen messages; this attack does not require any storage and the time complexity of this attack itself is a fraction of the time required to compute the MAC values for the chosen messages. Similarly, the success rate of this attack is computed as follows:

$$
\frac{1-(1-q)^{2 \cdot q^{-1}}}{2}+\frac{\left(1-2^{-l}\right)^{2 \cdot q^{-1}}}{2} \approx \frac{1-e^{-2}}{2}+\frac{e^{-2^{-l+1} \cdot q^{-1}}}{2}
$$

Table 6.3: Distinguishing and Forgery Attacks on HMAC with HAVAL, MD4, MD5, SHA-0 and SHA-1

| Hash <br> Function | Type of Attack | $\begin{gathered} \text { \#R } \\ \text { in } h_{2} \end{gathered}$ | Prob. of Distinguisher | Data <br> Complexity | Success <br> Rate |
| :---: | :---: | :---: | :---: | :---: | :---: |
| HAVAL (96 rounds) | Dist. ${ }^{\dagger}$ (R) | 96 | $\hat{\mathrm{p}}=2^{-99.1}$ | $2^{228.6}$ | 0.93 |
| HAVAL (128 rounds) | Dist. (R) | 102 | $\hat{p}=2^{-124.4}$ | $2^{253.9}$ | 0.93 |
| MD4 <br> (48 rounds) | $\begin{gathered} \text { Dist. }^{\dagger}(\mathrm{R}) \\ \text { Forgery }^{\dagger}(\mathrm{D}) \end{gathered}$ | $\begin{aligned} & 48 \\ & 48 \end{aligned}$ | $\begin{aligned} & \hat{p}=2^{-56} \\ & q=2^{-56} \end{aligned}$ | $\begin{gathered} 2^{121.5} \\ 2^{58} \end{gathered}$ | $\begin{aligned} & 0.93 \\ & 0.86 \end{aligned}$ |
| MD5 <br> (64 rounds) | Dist. (R) | 33 | $\hat{p}=2^{-47.6}$ | $2^{113.1}$ | 0.92 |
| SHA-0 <br> (80 rounds) | $\begin{aligned} & \text { Dist. (R) } \\ & \text { Dist. }^{\dagger} \text { (D) } \\ & \text { Dist. }^{\dagger} \text { (D) } \\ & \text { Forgery (D) } \\ & \text { Forgery (D) } \end{aligned}$ | $\begin{aligned} & 65 \\ & 82 \\ & 80 \\ & 54 \\ & 65 \end{aligned}$ | $\begin{gathered} \hat{p}=2^{-78} \\ \mathbf{q}=\mathbf{2}^{-\mathbf{9 8}} \\ \mathbf{q}=\mathbf{2}^{-\mathbf{1 0 7}} \\ q=2^{-61} \\ q=2^{-78} \\ \hline \end{gathered}$ | $\begin{gathered} 2^{159.5} \\ \mathbf{2}^{100} \\ \mathbf{2}^{\mathbf{1 0 9}} \\ 2^{63} \\ 2^{80} \end{gathered}$ | $\begin{aligned} & 0.87 \\ & \mathbf{0 . 9 3} \\ & \mathbf{0 . 9 3} \\ & 0.86 \\ & 0.86 \end{aligned}$ |
| SHA-1 <br> (80 rounds) | $\begin{aligned} & \text { Dist. (R) } \\ & \text { Forgery (D) } \\ & \hline \end{aligned}$ | $\begin{aligned} & 43 \\ & 34 \end{aligned}$ | $\begin{gathered} \hat{p}=2^{-73.4} \\ q=2^{-51} \end{gathered}$ | $\begin{gathered} 2^{154.9} \\ 2^{53} \end{gathered}$ | $\begin{aligned} & 0.93 \\ & 0.86 \\ & \hline \end{aligned}$ |

${ }^{\dagger}$ : the attacks can work on HMAC based on full-round hash functions, \#R: Number of Rounds, Dist.: Distinguishing- $H$ attack,
R: Rectangle Distinguisher, D: Differential Distinguisher,
Data complexity is the number of chosen message queries.

Note that even if the output producing algorithm is either an instantiated HMAC or HMAC with a random function in the above two attacks, the success rates of the attacks are almost the same as the computed ones.

Finally, our forgery attack on HMAC using $q$ and a differential distinguisher is described as follows:

1. Run Step 1 in the second distinguishing attack.
2. Run Step 2 in the second distinguishing attack, but we assume that the MAC algorithm is an instantiated HMAC.
3. Check if $C_{i} \oplus C_{i}^{\prime}=0$ and ask for the MAC pair of $M_{i} \| P$ and $M_{i}^{\prime} \| P$, where $M_{i}$ and $M_{i}^{\prime}$ have a same MAC value and $P$ is some non-empty string. If
the obtained MAC pair collides, again ask for the MAC value of $M_{i}\|P\| P^{\prime}$, where $P^{\prime}$ is some non-empty string. We denote this obtained MAC value by $C$. Output $C$ as the MAC value of $M_{i}^{\prime}\|P\| P^{\prime}$. Otherwise, restart this step until we have checked all the MAC pairs $\left(C_{i}, C_{i}^{\prime}\right)$.

It is easy to see that this forgery attack works with the same data complexity as our second distinguishing attack and a success rate of approximately $1-(1-$ $q)^{2 \cdot q^{-1}} \approx 1-e^{-2}=0.86$.

We can easily apply these three attacks to HMAC based on HAVAL, MD4, ${ }^{6}$ MD5, SHA- 0 and SHA- 1 by using their probabilities $\hat{p}$ and $q$. Table 6.3 shows the results of distinguishing and forgery attacks on those instantiations of HMAC. In Table 6.3 the memory complexity for the rectangle attack is the same as the data complexity, and forgery attacks also imply distinguishing- $R$ and distinguishing- $H$ attacks.

Note: Our distinguishing and forgery attacks are also applicable to HMAC in which the four components $h_{1}, h_{2}, h_{3}, h_{4}$ are instantiated with different compression functions (see for example the pseudorandom functions of SSL 3.0. In SSL 3.0, MD5 and SHA-1 are used in the outer and inner hash functions of HMAC, respectively.). For example, if HMAC employs full-round MD-5, fullround MD-4, full-round MD5 and full-round MD5 for $h_{1}, h_{2}, h_{3}$ and $h_{4}$, respectively, it can be forged with a data complexity of $2^{58}$ chosen messages. This is due to the fact that our distinguishing and forgery attacks depend strongly on the function $h_{2}$.

### 6.6 Applications to NMAC

Due to the similar structure, our differential and rectangle distinguishers of HMAC can also be applied to NMAC. Thus, the distinguishing and forgery attacks described in Sect. 6.5 also work on NMAC and the results of Table 6.3 are applied to NMAC based on HAVAL, MD4, MD5, SHA-0 and SHA-1.

### 6.7 Some Implications of the Differential and Rectangle Distinguishers of HMAC and NMAC

Our differential and rectangle distinguishers can be useful to construct secondpreimage attacks on HMAC and NMAC.

[^10]It is natural to define a second-preimage resistance for MAC algorithms from that for hash functions.

Second-preimage resistance on MAC algorithms: for any message $M$, it is computationally infeasible to find another message $M^{\prime}$ such that $\operatorname{MAC}\left(K, M^{\prime}\right)=$ $\operatorname{MAC}(K, M)$, where $K$ is a randomly chosen key.

It follows that for any message $M$, it should be computationally infeasible for an attacker to find another message $M^{\prime}$ such that $\operatorname{MAC}\left(K, M^{\prime}\right)=\operatorname{MAC}(K, M)$ with a probability larger than $2^{-l}$. Since our differential distinguisher uses a probability larger than $2^{-l}$, which can find a second preimage with the same differential probability, our differential attacks on HMAC and NMAC imply second-preimage attacks on HMAC.

The second-preimage resistance of MAC algorithms also implies that for any message pair $\left(M_{i}, M_{j}^{\prime}\right)$, an attacker cannot find another message pair $\left(M_{i}^{\prime}, M_{j}\right)$ such that $\operatorname{MAC}\left(K, M_{i}\right)=\operatorname{MAC}\left(K, M_{j}\right)$ and $\operatorname{MAC}\left(K, M_{i}^{\prime}\right)=\operatorname{MAC}\left(K, M_{j}^{\prime}\right)$ with a probability larger than $2^{-2 l}$. This implies that our rectangle distinguisher is applicable to second-preimage attacks on HMAC and NMAC. For example, consider the distinguishing- $H$ attack on HMAC-HAVAL (3-pass) in Table 6.3. From the probability $\hat{p}=2^{-99.1}$, we know that for a given message pair ( $M_{i}, M_{j}^{\prime}$ ), our rectangle distinguisher can find another message pair $\left(M_{i}^{\prime}, M_{j}\right)$ such that $f\left(K, M_{i}\right)=f\left(K, M_{j}\right)$ and $f\left(K, M_{i}^{\prime}\right)=f\left(K, M_{j}^{\prime}\right)$ with a probability of approximately $\left(2^{-99.1}\right)^{2} \cdot 2^{-256}=2^{-452.2}$ which is much larger than $\left(2^{-256}\right)^{2}=2^{-512}$, where $f=$ HMAC-HAVAL (3-pass) (refer to Fig. 2., Tables 6.1 and 6.2).

The second-preimage resistance on MAC algorithms is a weakened security notion of forgery. Indeed, a second-preimage attack implies a forgery. However, the converse dose not hold since second-preimage attacks are first given a target message. This security notion is also very important if meaningful messages are considered.

Related Work: Recently, there has been an article [109] to improve our results on HMAC; [109] shows that the forgery and distinguishing- $H$ attacks can be applied to HMAC based on reduced 37 -round and 53 -round SHA- 1 with data/time complexities of $2^{66}$ and $2^{98.5}$, respectively. More recently, there has been another article [26] that independently analyzes HMAC; [26] shows that the forgery and partial key recovery attacks can be applied to HMAC/NMAC based on the full 80-round SHA-0 with a data/time complexity of $2^{84}$ and to HMAC/NMAC based on reduced 34 -round SHA-1 with a data/time complexity of $2^{34}$. [26] also shows that with a data/time complexity of $2^{47}$ the forgery and partial key recovery attacks can be applied to NMAC based on the full 64-round MD5 that uses related keys.

### 6.8 Conclusion

We have presented differential and rectangle distinguishers on HMAC, which are derived from its structural property. They allow to present distinguishing and forgery attacks on HMAC that can be mounted when HMAC employs hash functions with slow difference propagations. With these distinguishing and forgery attacks we have shown that HMAC with the full versions of 3-pass HAVAL and SHA-0 can be distinguished from HMAC with a random function, and HMAC with the full version of MD4 can be forged. These distinguishing and forgery attacks have also been applied to HMAC based on reduced versions of MD5 and SHA-1. We have also shown that our distinguishing and forgery attacks can be mounted on NMAC (which is a generalized version of HMAC) with the same complexity. Furthermore, we have presented second-preimage attacks on HMAC and NMAC by using our differential and rectangle distinguishers. None of these attacks contradict the security proof of HMAC, but they improve our understanding of the security of HMAC based on existing cryptographic hash functions.

Our differential distinguisher on HMAC works only if the underlying hash function has a differential with a zero output difference with probability larger than $2^{-l}$, where $l$ is the bit-length of MAC values. Our rectangle distinguisher on HMAC works only if the underlying hash function has differentials such that the sum of the squares of their probabilities is larger than $2^{-l}$. Unlike the previous attacks on hash functions, our analysis on the hash function embedded in HMAC should be done under an unknown fixed initial value which is determined by a secret key. This fact makes difficult to use the recently proposed message modification technique (Wang et al.'s attacks) and neutral-bit technique (Biham et al.'s attacks) in analyzing HMAC based on specific cryptographic hash functions. However, it is interesting to investigate if their methods can be applied to HMAC with some new other techniques when HMAC is instantiated with a specific cryptographic hash function. We expect that the method developed in this thesis would be useful for the further analysis of HMAC.

## Chapter 7

## Conclusions and Further Research

### 7.1 Conclusions

In this thesis, we have introduced several new combined differential, linear and related-key attacks and showed their usefulness in analyzing existing symmetrickey algorithms.

Each of our combined attacks treats a cipher as a cascade of two sub-ciphers, applies a known differential-style, linear-style or related-key distinguisher to each sub-cipher and then combines them to obtain a new distinguisher on the cipher. Combining differential-style, linear-style and related-key distinguishers we have devised the differential-nonlinear attack, the square-(non)linear attack, the related-key differential-(non)linear attack and the related-key rectangle and boomerang attacks. The cryptanalytic conditions on which our combined attacks work have been analyzed in this thesis.

Applying our combined attacks to existing symmetric-key algorithms we have obtained the following results:

- the first known attack on the full SHACAL-1 that uses related keys;
- the best known attack on reduced SHACAL-2 that uses a single key;
- the best known attacks on reduced SHACAL-2 and reduced AES-192 that uses related keys;
- the best known attacks on the full MD4, MD5 and HAVAL in encryption mode;
- the first known attacks on HMAC with the full 3-pass HAVAL and the full MD4.

Our cryptanalytic results presented in this thesis show that our combined attacks are useful tools for block ciphers and MAC algorithms.

The results in this thesis have been published in the papers $[35,49,63,64$, $67,68,89,119]$. The remaining papers $[25,47,48,52,61,62,65,66,69,70,71$, $83,84,85,86,87,90,91,121]$ published during this doctoral research are not included in this thesis.

### 7.2 Further Research

As stated earlier, differential cryptanalysis (DC), linear cryptanalysis (LC) and related-key cryptanalysis (RKC) are the most widely used cryptanalytic techniques. Since the introduction of DC and LC, various variants of DC and LC have been proposed: differential-style cryptanalysis - truncated differential cryptanalysis (TDC), higher order differential cryptanalysis (HODC), square cryptanalysis (SC), impossible differential cryptanalysis (IDC), boomerang cryptanalysis (BC) and rectangle cryptanalysis (RC), and linear-style cryptanalysis - multiple linear cryptanalysis (MLC), nonlinear cryptanalysis (NLC), bilinear cryptanalysis (BLC).

Besides our combined attacks differential-(non)linear cryptanalysis (D-(N)LC), square-(non)linear cryptanalysis (S-(N)LC), related-key differential-(non)linear cryptanalysis (RK-D-(N)LC), related-key rectangle cryptanalysis (RK-RC) and relatedkey boomerang cryptanalysis (RK-BC), recently, several new combined attacks have been proposed, which are called differential-bilinear cryptanalysis (D-BLC) [14], higher order differential-linear cryptanalysis (HOD-LC) [14], differential-linearboomerang cryptanalysis (D-L-BC) [14] and differential-bilinear-boomerang cryptanalysis (D-BL-BC) [14].

In the future work, it would be interesting to investigate the following research questions:

- Can the attacks on existing symmetric-key algorithms presented in this thesis be further improved? Note that our related-key rectangle attacks on SHACAL-1, SHACAL-2 and AES are all improved results over previously known attacks.
- Can the existing combined attacks be applied to other symmetric-key algorithms? We have demonstrated in this thesis the applicability to the combined attacks on block ciphers (including hash functions in encryption mode) and hash function based MAC algorithms. Are they applicable to stream ciphers, hash functions themselves and block cipher based MAC algorithms?
- Can differential-style, linear-style and related-key attacks be further combined to make new attacks, for instance, differential-multiple linear cryptanalysis (D-MLC), higher order differential-multiple linear cryptanalysis (HOD-MLC), differential-nonlinear boomerang cryptanalysis (D-NL-BC), differe-ntial-linear rectangle cryptanalysis (D-L-RC), related-key differential-multiple linear cryptanalysis (RK-D-MLC), related-key differential-linear boomerang cryptanalysis (RK-D-L-BC), related-key differential-bilinear-boomerang cryptanalysis (RK-D-BL-BC), related-key differential-nonlinear boomerang cryptanalysis (RK-D-NL-BC) and related-key differential-linear rectangle cryptanalysis (RK-D-L-RC)? See Fig. 7.1 for a schematic description of combined attacks.


Figure 7.1: Further Research on Combined Attacks

## Appendix A

## Attacks on Reduced AES-192 and AES-256

We here present the following three types of related-key rectangle attacks on reduced AES-192 and AES-256:

- Related-Key Rectangle Attack on 8-Round AES-192 with 2 related keys (TYPE 1): This attack recovers bytes 1, 2, 6, 7, 8, 11, 12, 13 of the whitening key pair $\left(K_{w}, K_{w}^{*}\right)$ and bytes $3,6,9,12$ of the subkey pair $\left(K_{7}, K_{7}^{*}\right)$ with a data complexity of about $2^{94}$ related-key chosen plaintexts, a time complexity of about $2^{120}$ encryptions and a success rate of 0.9. See Appendix A. 1 for a schematic description of this attack (note than Fig. A. 1 is the same as Fig. 4.1 in Sect. 4.7.1).
- Related-Key Rectangle Attack on 8-Round AES-192 with 4 related keys (TYPE 3): This attack recovers bytes 3, 5, 6, 9, 12 of the subkey quartet $\left(K_{7}, K_{7}^{*}, K_{7}^{\prime}, K_{7}^{\prime *}\right)$ with a data complexity of about $2^{86.5}$ related-key chosen plaintexts, a time complexity of about $2^{86.5}$ encryptions and a success rate of 0.76 . See Appendix A. 2 for a schematic description of this attack.
- Related-Key Rectangle Attack on 9-Round AES-256 with 4 related keys (TYPE 3): This attack recovers bytes $1,2,6,7,8,11,12$, 13 of the whitening key quartet $\left(K_{w}, K_{w}^{*}, K_{w}^{\prime}, K_{w}^{\prime *}\right)$ and bytes $0,4,8,12$ of the subkey quartet $\left(K_{8}, K_{8}^{*}, K_{8}^{\prime}, K_{8}^{\prime *}\right)$ with a data complexity of about $2^{99}$ related-key chosen plaintexts, a time complexity of about $2^{120}$ encryptions and a success rate of 0.9. See Appendix A. 3 for a schematic description of this attack.


## A. 1 Related-Key Rectangle Attack on 8-Round AES-192 (TYPE 1)



Figure A.1: Related-Key Truncated Differential for Rounds 1-4 of AES-192


Figure A.2: Truncated Differential for Rounds 5-6 of AES-192

## A. 2 Related-Key Rectangle Attack on 8-Round AES-192 (TYPE 3)



Figure A.3: Related-Key Truncated Differential for Rounds 0-3 of AES-192

Figure A.4: Related-Key Truncated Differential for Rounds 4-6 of AES-192

## A. 3 Related-Key Rectangle Attack on 9-Round AES-256 (TYPE 3)



Figure A.5: Related-Key Truncated Differential for Rounds 1-4 of AES-256

Figure A.6: Related-Key Truncated Differential for Rounds 5-7 of AES-256

## Appendix B

## Distinguishers of MD4, MD5 and HAVAL in Encryption Mode

In our distinguishers we use zero key differences with the following exceptions:

- in Table B.1, $\Delta K^{3}=e_{31}$ in the first related-key differential and $\Delta K^{7}=e_{31}$ in the second related-key differential,
- in Table B.2, $\Delta K^{8}=e_{31}$ in the first and second related-key differentials,
- in Table B.3, $\Delta K^{2}=e_{31}$ in the first related-key differential and $\Delta K^{11}=e_{31}$ in the second related-key differential,
- in Tables B. 4 and B. $5, \Delta K^{9}=e_{31}$ in the first and second related-key differentials,
- in Table B.7, $\Delta K^{2}=e_{31}$ in the first related-key differential and $\Delta K^{17}=e_{31}$ in the second related-key differential,
- in Tables B. 8 and B.9, $\Delta K^{2}=e_{31}$ in the first related-key differential and $\Delta K^{4}=e_{31}$ in the second related-key differential.


## B. 1 Distinguishers of MD4 and their Probabilities

Table B.1: Boomerang Distinguishers of MD4 (Four Related Keys)

| Round (i) | $\Delta A^{i}$ | $\Delta B^{i}$ | $\Delta C^{i}$ | $\Delta D^{i}$ | $\Delta K^{i}$ | Prob. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | $e_{31}$ | 0 | 0 | 0 | 1 |
| 1 | 0 | 0 | $e_{31}$ | 0 | 0 | $2^{-1}$ |
| 2 | 0 | 0 | 0 | $e_{31}$ | 0 | $2^{-1}$ |
| 3 | $e_{31}$ | 0 | 0 | 0 | $e_{31}$ | 1 |
| 4 | 0 | 0 | 0 | 0 | 0 | 1 |
| : | : | : | : | : | : | : |
| 27 | 0 | 0 | 0 | 0 | 0 | 1 |
| 28 | 0 | 0 | 0 | 0 | $e_{31}$ | 1 |
|  | 0 | $e_{2}$ | 0 | 0 |  | $p^{*}=2^{-2}$ |
| 29 | $e_{31}$ | 0 | 0 | 0 | $e_{31}$ | 1 |
| 30 | 0 | 0 | 0 | 0 | 0 | 1 |
| $\vdots$ | : | $\vdots$ | : | : | : | : |
| 45 | 0 | 0 | 0 | 0 | 0 | 1 |
| 46 | 0 | 0 | 0 | 0 | $e_{31}$ | 1 |
| 47 | 0 | $e_{10}$ | 0 | 0 | 0 | $2^{-1}$ |
| 48 | 0 | $e_{25}$ | $e_{10}$ | 0 | 0 | $q^{*}=2^{-1}$ |
| BOO-4 | $(0 \rightarrow 28),(47 \rightarrow 29)^{2},(28 \rightarrow 3)$ |  |  |  |  | $\operatorname{Pr}[\mathrm{BOO}-4] \approx 2^{-4}$ |
| $\mathrm{BOO}^{W}-4$ | Fixed $K^{0,1,2,15},(3 \rightarrow 28),(46 \rightarrow 29)^{2},(28 \rightarrow 3)$ |  |  |  |  | $\operatorname{Pr}[\mathrm{BOO}-4]=1$ |

## B. 2 Distinguishers of MD5 and their Probabilities

Table B.2: Boomerang Distinguishers of MD5 (Two Related Keys)

| Round (i) | $\Delta A^{i}$ | $\Delta B^{i}$ | $\Delta C^{i}$ | $\Delta D^{i}$ | $\Delta K^{i}$ | Prob. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | $e_{17}$ | 0 | $e_{2}$ | $e_{7,12}$ | 0 | $2^{-2}$ |
| 1 | $e_{7,12}$ | $e_{24}$ | 0 | $e_{2}$ | 0 | $2^{-6}$ |
| 2 | $e_{2}$ | $e_{19}$ | $e_{24}$ | 0 | 0 | $2^{-4}$ |
| 3 | 0 | 0 | $e_{19}$ | $e_{24}$ | 0 | $2^{-2}$ |
| 4 | $e_{24}$ | 0 | 0 | $e_{19}$ | 0 | $2^{-2}$ |
| 5 | $e_{19}$ | $e_{31}$ | 0 | 0 | 0 | $2^{-2}$ |
| 6 | 0 | 0 | $e_{31}$ | 0 | 0 | $2^{-1}$ |
| 7 | 0 | 0 | 0 | $e_{31}$ | 0 | $2^{-1}$ |
| 8 | $e_{31}$ | 0 | 0 | 0 | $e_{31}$ | 1 |
| 9 | 0 | 0 | 0 | 0 | 0 | 1 |
| : | : | : | : |  | : | $\vdots$ |
| 27 | 0 | 0 | 0 | 0 | $e_{31}$ | $2^{-1}$ |
| 28 | 0 | $e_{19}$ | 0 | 0 | 0 | $2^{-2}$ |
| 29 | 0 | $e_{19}$ | $e_{19}$ | 0 | 0 | $2^{-3}$ |
| 30 | 0 | $e_{19,28}$ | $e_{19}$ | $e_{19}$ | 0 | $p^{*}=2^{-26}$ |
| 30 | $e_{17,31}$ | $e_{31}$ | $e_{31}$ | 0 | 0 | $2^{-1}$ |
| 31 | 0 | 0 | $e_{31}$ | $e_{31}$ | 0 | $2^{-1}$ |
| 32 | $e_{31}$ | 0 | 0 | $e_{31}$ | 0 | 1 |
| 33 | $e_{31}$ | 0 | 0 | 0 | $e_{31}$ | 1 |
| 34 | 0 | 0 | 0 | 0 | 0 | 1 |
| : | $\vdots$ | : | : | : | $\vdots$ | : |
| 56 | 0 | 0 | 0 | 0 | $e_{31}$ | $2^{-1}$ |
| 57 | 0 | $e_{5}$ | 0 | 0 | 0 | $2^{-2}$ |
| 58 | 0 | $e_{5}$ | $e_{5}$ | 0 | 0 | $2^{-2}$ |
| 59 | 0 | $e_{5}$ | $e_{5}$ | $e_{5}$ | 0 | $2^{-2}$ |
| 60 | $e_{5}$ | $e_{5}$ | $e_{5}$ | $e_{5}$ | 0 | $2^{-3}$ |
| 61 | $e_{5}$ | $e_{5}$ | $e_{5}$ | $e_{5}$ | 0 | $2^{-3}$ |
| 62 | $e_{5}$ | $e_{5}$ | $e_{5}$ | $e_{5}$ | 0 | $2^{-3}$ |
| 63 | $e_{5}$ | $e_{5}$ | $e_{5}$ | $e_{5}$ | 0 | $2^{-3}$ |
| 64 | $e_{5}$ | $e_{5}$ | $e_{5}$ | $e_{5}$ |  | $q^{*}=2^{-21}$ |
| BOO-2 | $(0 \rightarrow 29),(63 \rightarrow 30)^{2},(29 \rightarrow 1)$ |  |  |  |  | $\operatorname{Pr}[\mathrm{BOO}-2] \approx 2^{-78.6}$ |
| $\mathrm{BOO}^{W}-2$ | $\begin{aligned} & \text { Fixed } K^{0,1,2,3,4,5,6,7,8,9,11,13,15} \\ & (8 \rightarrow 29),(55 \rightarrow 30)^{2},(29 \rightarrow 8) \end{aligned}$ |  |  |  |  | $\operatorname{Pr}[\mathrm{BOO}-2] \approx 2^{-1.6}$ |

Table B.3: Boomerang Distinguishers of MD5 (Four Related Keys)

| Round (i) | $\Delta A^{i}$ | $\Delta B^{i}$ | $\Delta C^{i}$ | $\Delta D$ | $\Delta K^{i}$ | Prob. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | $e_{31}$ | 0 | 0 | 1 |
| 1 | 0 | 0 | 0 | $e_{31}$ | 0 | $2^{-1}$ |
| 2 | $e_{31}$ | 0 | 0 | 0 | $e_{31}$ | 1 |
| 3 | 0 | 0 | 0 | 0 | 0 | 1 |
| : | : | $\vdots$ | : | : | : | : |
| 28 | 0 | 0 | 0 | 0 | 0 | 1 |
| 29 | 0 | 0 | 0 | 0 | $e_{31}$ | $2^{-1}$ |
| 30 | 0 | $e_{8}$ | 0 | 0 | 0 | $2^{-2}$ |
| 31 | 0 | $e_{8}$ | $e_{8}$ | 0 |  | $p^{*}=2^{-4}$ |
| 31 | $e_{11,31}$ | $e_{31}$ | $e_{31}$ | 0 | 0 | $2^{-1}$ |
| 32 | 0 | 0 | $e_{31}$ | $e_{31}$ | 0 | 1 |
| 33 | $e_{31}$ | 0 | 0 | $e_{31}$ | 0 | 1 |
| 34 | $e_{31}$ | 0 | 0 | 0 | $e_{31}$ | 1 |
| 35 | 0 | 0 | 0 | 0 | 0 | 1 |
| $\vdots$ | : | : | : | : | : | : |
| 60 | 0 | 0 | 0 | 0 | 0 | 1 |
| 61 | 0 | 0 | 0 | 0 | $e_{31}$ | $2^{-1}$ |
| 62 | 0 | $e_{9}$ | 0 | 0 | 0 | $2^{-2}$ |
| 63 | 0 | $e_{9}$ | $e_{9}$ | 0 | 0 | $2^{-2}$ |
| 64 | 0 | $e_{9}$ | $e_{9}$ | $e_{9}$ |  | $q^{*}=2^{-6}$ |
| BOO-4 | $(0 \rightarrow 30),(63 \rightarrow 31)^{2},(30 \rightarrow 2)$ |  |  |  |  | $\operatorname{Pr}[\mathrm{BOO}-4] \approx 2^{-11.6}$ |
| $\mathrm{BOO}^{W}-4$ | Fixed $K^{0,1,2,9,11},(2 \rightarrow 30),(60 \rightarrow 31)^{2},(30 \rightarrow 2)$ |  |  |  |  | $\operatorname{Pr}[\mathrm{BOO}-4] \approx 2^{-0.6}$ |

## B. 3 Distinguishers of HAVAL and their Probabilities

Table B.4: Boomerang Distinguishers of 4-Pass HAVAL (Two Related Keys: the First Differential)

| Round (i) | $\Delta A^{i}$ | $\Delta B^{i}$ | $\Delta C^{i}$ | $\Delta D^{i}$ | $\Delta E^{i}$ | $\Delta F^{i}$ | $\Delta G^{i}$ | $\Delta H^{i}$ | $\Delta K^{i}$ | Prob. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | $e_{21}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 |
| 1 | $e_{21}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $2^{-1}$ |
| 2 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $e_{10}$ | 0 | $2^{-1}$ |
| 3 | 0 | 0 | 0 | 0 | 0 | 0 | $e_{10}$ | 0 | 0 | $2^{-1}$ |
| 4 | 0 | 0 | 0 | 0 | 0 | $e_{10}$ | 0 | 0 | 0 | $2^{-1}$ |
| 5 | 0 | 0 | 0 | 0 | $e_{10}$ | 0 | 0 | 0 | 0 | $2^{-1}$ |
| 6 | 0 | 0 | 0 | $e_{10}$ | 0 | 0 | 0 | 0 | 0 | $2^{-1}$ |
| 7 | 0 | 0 | $e_{10}$ | 0 | 0 | 0 | 0 | 0 | 0 | $2^{-1}$ |
| 8 | 0 | $e_{10}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $2^{-1}$ |
| 9 | $e_{10}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $e_{31}$ | 1 |
| 10 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 |
| $\vdots$ | : | : | : | : | : | : | : | : | : | $\vdots$ |
| 51 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $e_{31}$ | 1 |
| 52 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $e_{31}$ | 0 | $2^{-1}$ |
| 53 | 0 | 0 | 0 | 0 | 0 | 0 | $e_{31}$ | 0 | 0 | $2^{-1}$ |
| 54 | 0 | 0 | 0 | 0 | 0 | $e_{31}$ | 0 | 0 | 0 | $2^{-1}$ |
| 55 | 0 | 0 | 0 | 0 | $e_{31}$ | 0 | 0 | 0 | 0 | $2^{-1}$ |
| 56 | 0 | 0 | 0 | $e_{31}$ | 0 | 0 | 0 | 0 | 0 | $2^{-1}$ |
| 57 | 0 | 0 | $e_{31}$ | 0 | 0 | 0 | 0 | 0 | 0 | $2^{-1}$ |
| 58 | 0 | $e_{31}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $2^{-1}$ |
| 59 | $e_{31}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $2^{-1}$ |
| 60 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $e_{20}$ | 0 | $2^{-1}$ |
| 61 | 0 | 0 | 0 | 0 | 0 | 0 | $e_{20}$ | 0 | 0 | $2^{-1}$ |
| 62 | 0 | 0 | 0 | 0 | 0 | $e_{20}$ | 0 | 0 | 0 | $2^{-1}$ |
| 63 | 0 | 0 | 0 | 0 | $e_{20}$ | 0 | 0 | 0 | 0 | $2^{-1}$ |
| 64 | 0 | 0 | 0 | $e_{20}$ | 0 | 0 | 0 | 0 |  | $p^{*}=2^{-20}$ |

Table B.5: Boomerang Distinguishers of 4-Pass HAVAL (Two Related Keys: the Second Differential)

| Round (i) | $\Delta A^{i}$ | $\Delta B^{i}$ | $\Delta C^{i}$ | $\Delta D^{i}$ | $\Delta E^{i}$ | $\Delta F^{i}$ | $\Delta G^{i}$ | $\Delta H^{i}$ | $\Delta K^{i}$ | Prob. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 64 | 0 | $e_{10}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $2^{-1}$ |
| 65 | $e_{10}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $e_{31}$ | 1 |
| 66 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 |
| : | : | : | : | : | $\vdots$ | : | : | : | : | : |
| 119 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $e_{31}$ | 1 |
| 120 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $e_{31}$ | 0 | $2^{-1}$ |
| 121 | 0 | 0 | 0 | 0 | 0 | 0 | $e_{31}$ | 0 | 0 | $2^{-1}$ |
| 122 | 0 | 0 | 0 | 0 | 0 | $e_{31}$ | 0 | 0 | 0 | $2^{-1}$ |
| 123 | 0 | 0 | 0 | 0 | $e_{31}$ | 0 | 0 | 0 | 0 | $2^{-1}$ |
| 124 | 0 | 0 | 0 | $e_{31}$ | 0 | 0 | 0 | 0 | 0 | $2^{-1}$ |
| 125 | 0 | 0 | $e_{31}$ | 0 | 0 | 0 | 0 | 0 | 0 | $2^{-1}$ |
| 126 | 0 | $e_{31}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $2^{-1}$ |
| 127 | $e_{31}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $2^{-1}$ |
| 128 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $e_{20}$ | 0 | $q^{*}=2^{-9}$ |
| BOO-2 | $(0 \rightarrow 63),(127 \rightarrow 64)^{2},(63 \rightarrow 7)$ |  |  |  |  |  |  |  |  | $\begin{gathered} \operatorname{Pr}[\mathrm{BOO}-2] \\ \approx 2^{-35.9} \end{gathered}$ |
| $\mathrm{BOO}^{W}-2$ | $\begin{aligned} & \text { Fixed } K^{0,1,2,3,4,5,6,7,8,15,16,22,23,25} \\ & \quad(9 \rightarrow 63),(119 \rightarrow 64)^{2},(63 \rightarrow 9) \\ & \hline \end{aligned}$ |  |  |  |  |  |  |  |  | $\begin{gathered} \operatorname{Pr}[\mathrm{BOO}-2] \\ \approx 2^{-10.3} \end{gathered}$ |

Table B.6: Boomerang Distinguishers of 5-Pass HAVAL (Two Related Keys) Extension of the Distinguishers for 4-Pass HAVAL


Table B.7: Boomerang Distinguishers of 4-Pass HAVAL (Four Related Keys)

| Round (i) | $\Delta A^{i}$ | $\Delta B^{i}$ | $\Delta C^{i}$ | $\Delta D^{i}$ | $\Delta E^{i}$ | $\Delta F^{i}$ | $\Delta G^{i}$ | $\Delta H^{i}$ | $\Delta K^{i}$ | Prob. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | $e_{10}$ | 0 | 0 | 0 | 0 | 0 | 0 | 1 |
| 1 | 0 | $e_{10}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $2^{-1}$ |
| 2 | $e_{10}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $e_{31}$ | 1 |
| 3 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 |
| : | : |  | : | $\vdots$ | $\vdots$ | : | : | : | : | : |
| 59 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 |
| 60 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $e_{31}$ | 1 |
| 61 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $e_{31}$ | 0 | $2^{-1}$ |
| 62 | 0 | 0 | 0 | 0 | 0 | 0 | $e_{31}$ | 0 | 0 | $2^{-1}$ |
| 63 | 0 | 0 | 0 | 0 | 0 | $e_{31}$ | 0 | 0 | 0 | $2^{-1}$ |
| 64 | 0 | 0 | 0 | 0 | $e_{31}$ | 0 | 0 | 0 |  | $p^{*}=2^{-4}$ |
| 64 | 0 | 0 | 0 | 0 | 0 | $e_{10}$ | 0 | 0 | 0 | $2^{-1}$ |
| 65 | 0 | 0 | 0 | 0 | $e_{10}$ | 0 | 0 | 0 | 0 | $2^{-1}$ |
| 66 | 0 | 0 | 0 | $e_{10}$ | 0 | 0 | 0 | 0 | 0 | $2^{-1}$ |
| 67 | 0 | 0 | $e_{10}$ | 0 | 0 | 0 | 0 | 0 | 0 | $2^{-1}$ |
| 68 | 0 | $e_{10}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $2^{-1}$ |
| 69 | $e_{10}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $e_{31}$ | 1 |
| 70 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 |
| : | : | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | . |
| 123 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 |
| 124 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $e_{31}$ | 1 |
| 125 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $e_{31}$ | 0 | $2^{-1}$ |
| 126 | 0 | 0 | 0 | 0 | 0 | 0 | $e_{31}$ | 0 | 0 | $2^{-1}$ |
| 127 | 0 | 0 | 0 | 0 | 0 | $e_{31}$ | 0 | 0 | 0 | $2^{-1}$ |
| 128 | 0 | 0 | 0 | 0 | $e_{31}$ | 0 | 0 | 0 | 0 | $q^{*}=2^{-8}$ |
| BOO-4 | $(0 \rightarrow 63),(127 \rightarrow 64)^{2},(63 \rightarrow 2)$ |  |  |  |  |  |  |  |  | $\begin{gathered} \operatorname{Pr}[\mathrm{BOO}-4] \\ \approx 2^{-9.6} \end{gathered}$ |
| $B O O^{W}-4$ | $\begin{gathered} \text { Fixed } K^{0,1,15,24}, \\ (2 \rightarrow 63),(124 \rightarrow 64)^{2},(63 \rightarrow 2) \end{gathered}$ |  |  |  |  |  |  |  |  | $\begin{gathered} \operatorname{Pr}[\mathrm{BOO}-4] \\ \quad \approx 2^{-3} \\ \hline \end{gathered}$ |

Table B.8: Boomerang Distinguishers of 5-Pass HAVAL (Four Related Keys: the First Differential)

| Round (i) | $\Delta A^{i}$ | $\Delta B^{i}$ | $\Delta C^{i}$ | $\Delta D^{i}$ | $\Delta E^{i}$ | $\Delta F^{i}$ | $\Delta G^{i}$ | $\Delta H^{i}$ | $\Delta K^{i}$ | Prob. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | $e_{10}$ | 0 | 0 | 0 | 0 | 0 | 0 | 1 |
| 1 | 0 | $e_{10}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $2^{-1}$ |
| 2 | $e_{10}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $e_{31}$ | 1 |
| 3 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 |
| : | : | : | : | : | : | : | : | : | : | : |
| 59 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 |
| 60 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $e_{31}$ | 1 |
| 61 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $e_{31}$ | 0 | $2^{-1}$ |
| 62 | 0 | 0 | 0 | 0 | 0 | 0 | $e_{31}$ | 0 | 0 | $2^{-1}$ |
| 63 | 0 | 0 | 0 | 0 | 0 | $e_{31}$ | 0 | 0 | 0 | $2^{-1}$ |
| 64 | 0 | 0 | 0 | 0 | $e_{31}$ | 0 | 0 | 0 |  | $2^{-1}$ |
| 65 | 0 | 0 | 0 | $e_{31}$ | 0 | 0 | 0 | 0 | 0 | $2^{-1}$ |
| 66 | 0 | 0 | $e_{31}$ | 0 | 0 | 0 | 0 | 0 | 0 | $2^{-1}$ |
| 67 | 0 | $e_{31}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $2^{-1}$ |
| 68 | $e_{31}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $2^{-1}$ |
| 69 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $e_{20}$ | 0 | $2^{-1}$ |
| 70 | 0 | 0 | 0 | 0 | 0 | 0 | $e_{20}$ | 0 | 0 | $2^{-1}$ |
| 71 | 0 | 0 | 0 | 0 | 0 | $e_{20}$ | 0 | 0 | 0 | $2^{-1}$ |
| 72 | 0 | 0 | 0 | 0 | $e_{20}$ | 0 | 0 | 0 | 0 | $2^{-1}$ |
| 73 | 0 | 0 | 0 | $e_{20}$ | 0 | 0 | 0 | 0 | 0 | $2^{-1}$ |
| 74 | 0 | 0 | $e_{20}$ | 0 | 0 | 0 | 0 | 0 | 0 | $2^{-1}$ |
| 75 | 0 | $e_{20}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $2^{-1}$ |
| 76 | $e_{20}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $2^{-1}$ |
| 77 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $e_{9}$ | 0 | $2^{-1}$ |
| 78 | 0 | 0 | 0 | 0 | 0 | 0 | $e_{9}$ | 0 | 0 | $2^{-1}$ |
| 79 | 0 | 0 | 0 | 0 | 0 | $e_{9}$ | 0 | 0 | 0 | $2^{-1}$ |
| 80 | 0 | 0 | 0 | 0 | $e_{9}$ | 0 | 0 | 0 | 0 | $2^{-1}$ |
| 81 | 0 | 0 | 0 | $e_{9}$ | 0 | 0 | 0 | 0 | 0 | $2^{-1}$ |
| 82 | 0 | 0 | $e_{9}$ | 0 | 0 | 0 | 0 | 0 | 0 | $2^{-1}$ |
| 83 | 0 | $e_{9}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $2^{-1}$ |
| 84 | $e_{9}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $2^{-1}$ |
| 85 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $e_{30}$ | 0 | $2^{-1}$ |
| 86 | 0 | 0 | 0 | 0 | 0 | 0 | $e_{30}$ | 0 | 0 | $2^{-1}$ |
| 87 | 0 | 0 | 0 | 0 | 0 | $e_{30}$ | 0 | 0 | 0 | $2^{-1}$ |
| 88 | 0 | 0 | 0 | 0 | $e_{30}$ | 0 | 0 | 0 |  | $2^{-1}$ |
| 89 | 0 | 0 | 0 | $e_{30}$ | 0 | 0 | 0 | 0 | 0 | $2^{-1}$ |
| 90 | 0 | 0 | $e_{30}$ | 0 | 0 | 0 | 0 | 0 | 0 | $2^{-1}$ |
| 91 | 0 | $e_{30}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $2^{-1}$ |
| 92 | $e_{30}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $2^{-1}$ |
| 93 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $e_{19}$ | 0 | $2^{-1}$ |
| 94 | 0 | 0 | 0 | 0 | 0 | 0 | $e_{19}$ | 0 | 0 | $2^{-1}$ |
| 95 | 0 | 0 | 0 | 0 | 0 | $e_{19}$ | 0 | 0 | 0 | $p^{*}=2^{-33}$ |

Table B.9: Boomerang Distinguishers of 5-Pass HAVAL (Four Related Keys: the Second Differential)

| Round $(i)$ | $\Delta A^{i}$ | $\Delta B^{i}$ | $\Delta C^{i}$ | $\Delta D^{i}$ | $\Delta E^{i}$ | $\Delta F^{i}$ | $\Delta G^{i}$ | $\Delta H^{i}$ | $\Delta K^{i}$ | Prob. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 95 | 0 | 0 | $e_{10}$ | 0 | 0 | 0 | 0 | 0 | 0 | $2^{-1}$ |
| 96 | 0 | $e_{10}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $2^{-1}$ |
| 97 | $e_{10}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $e_{31}$ | 1 |
| 98 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 |
| $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ |
| 155 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 |
| 156 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $e_{31}$ | 1 |
| 157 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $e_{31}$ | 0 | $2^{-1}$ |
| 158 | 0 | 0 | 0 | 0 | 0 | 0 | $e_{31}$ | 0 | 0 | $2^{-1}$ |
| 159 | 0 | 0 | 0 | 0 | 0 | $e_{31}$ | 0 | 0 | 0 | $2^{-1}$ |
| 160 | 0 | 0 | 0 | 0 | $e_{31}$ | 0 | 0 | 0 | 0 | $q^{*}=2^{-5}$ |
| $B O O-4$ |  | $(0 \rightarrow 94),(159 \rightarrow 95)^{2},(94 \rightarrow 2)$ |  | $\operatorname{Pr}[\mathrm{BOO}-4]$ |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |

## B. 4 An Example of Experimental Results: A Boomerang Quartet for MD5

- Four Related Keys:

| $K=$ | 0x08b870e5 | 0x33b24180 | 0x7cec25d3 | 0x3c8b1b4d | 0x50b44c2a |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | 0x14b9206c | 0x4aa22bc5 | 0x51f907af | 0x1e096337 | 0x2ee81e54 |
|  | 0x2c0734bb | 0x74231c91 | 0x55c31f6a | 0x7cad2870 | 0x43f418b1 |
|  | $0 \times 59917 \mathrm{add}$ |  |  |  |  |
| $K^{*}=$ | 0x08b870e5 | 0x33b24180 | 0xfcec25d3 | 0x3c8b1b4d | $0 \times 50 b 44 \mathrm{c} 2 \mathrm{a}$ |
|  | 0x14b9206c | 0x4aa22bc5 | 0x51f907af | 0x1e096337 | 0x2ee81e54 |
|  | 0x2c0734bb | 0x74231c91 | $0 \times 55 c 31 \mathrm{f6a}$ | 0x7cad2870 | 0 x 43 f 418 b 1 |
|  | $0 \times 59917 \mathrm{add}$ |  |  |  |  |
| $K^{\prime}=$ | 0x08b870e5 | 0x33b24180 | 0x7cec25d3 | 0x3c8b1b4d | 0x50b44c2a |
|  | 0x14b9206c | 0 x 4 aa 22 bc 5 | 0x51f907af | 0x1e096337 | 0x2ee81e54 |
|  | $0 \times 2 \mathrm{c} 0734 \mathrm{bb}$ | 0xf4231c91 | 0x55c31f6a | 0x7cad2870 | $0 x 43 f 418 \mathrm{~b} 1$ |
|  | 0x59917add |  |  |  |  |
| $K^{\prime *}=$ | 0x08b870e5 | 0x33b24180 | 0xfcec25d3 | 0x3c8b1b4d | $0 \times 50 b 44 \mathrm{c} 2 \mathrm{a}$ |
|  | 0x14b9206c | 0 x 4 aa 22 bc 5 | 0x51f907af | 0x1e096337 | 0x2ee81e54 |
|  | 0x2c0734bb | $0 x f 4231 \mathrm{c} 91$ | 0x55c31f6a | 0x7cad2870 | $0 x 43 f 418 \mathrm{~b} 1$ |
|  | 0x59917add |  |  |  |  |

- Chosen Plaintext Pair:
$P=0 x 6 a 951691$ 0x44c50ce4 0x4f533b21 0x66c053b8
$P^{*}=0 x 6 a 951691$ 0x44c50ce4 0xcf533b21 0x66c053b8
- Corresponding Ciphertext Pair
$\left(C=M D 5_{K}(P), C^{*}=M D 5_{K^{*}}\left(P^{*}\right)\right)$ :
$C=0 x e f 54 \mathrm{db} 89$ 0xdc642d4e 0x5b10bd8f 0xf8ab0cd7
$C^{*}=0 x f 989429 \mathrm{C}$ 0x8583799e 0xe3e1603f 0x81f0c43c
- Adaptively Chosen Ciphertext Pair
$\left(C^{\prime}=C \oplus\left(0, e_{9}, e_{9}, e_{9}\right), C^{*}=C^{*} \oplus\left(0, e_{9}, e_{9}, e_{9}\right)\right)$ :
$C^{\prime}=0 x e f 54 \mathrm{db} 89$ 0xdc642f4e 0x5b10bf8f 0xf8ab0ed7
$C^{*}=0 x f 989429 c$ 0x85837b9e 0xe3e1623f 0x81f0c63c
- Corresponding Plaintext Pair
$\left(P=M D 5_{K^{\prime}}^{-1}\left(C^{\prime}\right), P^{* *}=M D 5_{K^{\prime *}}^{-1}\left(C^{\prime *}\right)\right)$ :
$P^{\prime}=0 x 393 c 8 b d c \quad 0 x 2 c 6 a 7690$ 0x37d728f1 0xd778127f
$P^{* *}=0 x 393 c 8 b d c$ 0x2c6a7690 0xb7d728f1 0xd778127f


## Appendix C

## Differentials of MD5, SHA-0 and SHA-1 in HMAC

In this appendix, we present differentials of MD5, SHA-0 and SHA-1 that can be used in HMAC.

- For MD5: we insert differences $e_{24}, e_{19}$ and $e_{31}$ into message words 8,9 and 12 to devise a differential for rounds 0 to 32 with probability $2^{-56}$. This differential is used as a rectangle distinguisher with probability $\hat{p}=2^{-47.6}$ in HMAC with 33 -round MD5.
- For SHA-0: we first present a 65 -round differential with probability $2^{-78}$ and then a 82 -round differential with probability $2^{-98}$ (these differentials are the same as those in $[9,10]$, but they have different probabilities). The first differential is used as a rectangle distinguisher with probability $\hat{p}=2^{-78}$ in HMAC with 65 -round SHA-0 and the second differential is used as a differential distinguisher with probability $q=2^{-98}$ in HMAC with 82-round SHA-0.
- For SHA-1: we present a 43-round differential with probability $2^{-75}$ (this differential is the same as that in [10], but it has a different probability). This differential is used as a rectangle distinguisher with probability $\hat{p}=$ $2^{-73.4}$ in HMAC with 43 -round SHA-1.


## C. 1 Differential of MD5 and its Probability

Table C.1: Differential for Rounds 0-32 of MD5

| Round (i) | $\Delta A^{i}$ | $\Delta B^{i}$ | $\Delta C^{i}$ | $\Delta D^{i}$ | $\Delta m^{i}$ | Prob. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | 0 | 0 | 0 | 1 |
| : | : | : | : | : | : | : |
| 7 | 0 | 0 | 0 | 0 | 0 | 1 |
| 8 | 0 | 0 | 0 | 0 | $e_{24}$ | $2^{-1}$ |
| 9 | 0 | $e_{31}$ | 0 | 0 | $e_{19}$ | $2^{-2}$ |
| 10 | 0 | 0 | $e_{31}$ | 0 | 0 | $2^{-1}$ |
| 11 | 0 | 0 | 0 | $e_{31}$ | 0 | $2^{-1}$ |
| 12 | $e_{31}$ | 0 | 0 | 0 | $e_{31}$ | 1 |
| 13 | 0 | 0 | 0 | 0 | 0 | 1 |
| : | : | $\vdots$ | : | $\vdots$ | : | $\vdots$ |
| 23 | 0 | 0 | 0 | 0 | 0 | 1 |
| 24 | 0 | 0 | 0 | 0 | $e_{19}$ | $2^{-2}$ |
| 25 | 0 | $e_{24}$ | 0 | 0 | 0 | $2^{-2}$ |
| 26 | 0 | $e_{24}$ | $e_{24}$ | 0 | 0 | $2^{-3}$ |
| 27 | 0 | $e_{6,24}$ | $e_{24}$ | $e_{24}$ | $e_{24}$ | $2^{-5}$ |
| 28 | $e_{24}$ | $e_{6,24}$ | $e_{6,24}$ | $e_{24}$ | 0 | $2^{-6}$ |
| 29 | $e_{24}$ | $e_{6,11,24}$ | $e_{6,24}$ | $e_{6,24}$ | 0 | $2^{-7}$ |
| 30 | $e_{6,24}$ | $e_{6,11,24}$ | $e_{6,11,24}$ | $e_{6,24}$ | 0 | $2^{-9}$ |
| 31 | $e_{6,24}$ | $e_{6,11,24}$ | $e_{6,11,24}$ | $e_{6,11,24}$ | $e_{31}$ | $2^{-9}$ |
| 32 | $e_{6,11,24}$ | $e_{6,11,19,24}$ | $e_{6,11,24}$ | $e_{6,11,24}$ | 0 | $2^{-8}$ |
| 33 | $e_{6,11,24}$ | $e_{6,11,23}$ | $e_{6,11,19,24}$ | $e_{6,11,24}$ |  |  |
| 0-32 | $p=2^{-56}, \hat{p}=2^{-47.6}$ |  |  |  |  |  |

## C. 2 Differential of SHA-0 and its Probability

Table C.2: Differential for Rounds 0-44 of SHA-0

| Round (i) | $\Delta A^{i}$ | $\Delta B^{i}$ | $\Delta C^{i}$ | $\Delta D^{i}$ | $\Delta E^{i}$ | $\Delta m^{i}$ | Prob. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 |
| 1 | 0 | 0 | 0 | 0 | 0 | 0 | 1 |
| 2 | 0 | 0 | 0 | 0 | 0 | 0 | 1 |
| 3 | 0 | 0 | 0 | 0 | 0 | $e_{1}$ | $2^{-1}$ |
| 4 | $e_{1}$ | 0 | 0 | 0 | 0 | $e_{6}$ | $2^{-1}$ |
| 5 | 0 | $e_{1}$ | 0 | 0 | 0 | $e_{1}$ | $2^{-2}$ |
| 6 | 0 | 0 | $e_{31}$ | 0 | 0 | $e_{31}$ | $2^{-1}$ |
| 7 | 0 | 0 | 0 | $e_{31}$ | 0 | $e_{31}$ | $2^{-1}$ |
| 8 | 0 | 0 | 0 | 0 | $e_{31}$ | $e_{1,31}$ | $2^{-1}$ |
| 9 | $e_{1}$ | 0 | 0 | 0 | 0 | $e_{6}$ | $2^{-1}$ |
| 10 | 0 | $e_{1}$ | 0 | 0 | 0 | 0 | $2^{-2}$ |
| 11 | $e_{1}$ | 0 | $e_{31}$ | 0 | 0 | ${ }^{e} 6,31$ | $2^{-2}$ |
| 12 | 0 | $e_{1}$ | 0 | $e_{31}$ | 0 | $e_{1,31}$ | $2^{-3}$ |
| 13 | 0 | 0 | $e_{31}$ | 0 | $e_{31}$ | $e_{1}$ | $2^{-2}$ |
| 14 | $e_{1}$ | 0 | 0 | $e_{31}$ | 0 | $e_{6,31}$ | $2^{-2}$ |
| 15 | 0 | $e_{1}$ | 0 | 0 | $e_{31}$ | $e_{1,31}$ | $2^{-2}$ |
| 16 | 0 | 0 | $e_{31}$ | 0 | 0 | $e_{31}$ | $2^{-1}$ |
| 17 | 0 | 0 | 0 | $e_{31}$ | 0 | $e_{1,31}$ | $2^{-2}$ |
| 18 | $e_{1}$ | 0 | 0 | 0 | ${ }^{3}$ | $e_{1,6,31}$ | $2^{-2}$ |
| 19 | $e_{1}$ | $e_{1}$ | 0 | 0 | 0 | $e_{6}$ | $2^{-3}$ |
| 20 | $e_{1}$ | $e_{1}$ | $e_{31}$ | 0 | 0 | $e_{6,31}$ | $2^{-2}$ |
| 21 | $e_{1}$ | $e_{1}$ | $e_{31}$ | $e_{31}$ | 0 | $e_{1,6}$ | $2^{-2}$ |
| 22 | 0 | $e_{1}$ | $e_{31}$ | $e_{31}$ | $e_{31}$ | $e_{1,31}$ | $2^{-1}$ |
| 23 | 0 | 0 | $e_{31}$ | $e_{31}$ | $e_{31}$ | $e_{1,31}$ | $2^{-1}$ |
| 24 | $e_{1}$ | 0 | 0 | $e_{31}$ | $e_{31}$ | $e_{6}$ | $2^{-1}$ |
| 25 | 0 | $e_{1}$ | 0 | 0 | $e_{31}$ | $e_{31}$ | $2^{-1}$ |
| 26 | $e_{1}$ | 0 | $e_{31}$ | 0 | 0 | $e_{1,6,31}$ | $2^{-2}$ |
| 27 | $e_{1}$ | $e_{1}$ | 0 | $e_{31}$ | 0 | $e_{1,6,31}$ | $2^{-2}$ |
| 28 | 0 | $e_{1}$ | $e_{31}$ | 0 | $e_{31}$ | $e_{1}$ | $2^{-1}$ |
| 29 | 0 | 0 | $e_{31}$ | $e_{31}$ | 0 | 0 | 1 |
| 30 | 0 | 0 | 0 | $e_{31}$ | $e_{31}$ | 0 | 1 |
| 31 | 0 | 0 | 0 | 0 | $e_{31}$ | $e_{31}$ | 1 |
| 32 | 0 | 0 | 0 | 0 | 0 | $e_{1}$ | $2^{-1}$ |
| 33 | $e_{1}$ | 0 | 0 | 0 | 0 | $e_{1,6}$ | $2^{-2}$ |
| 34 | $e_{1}$ | $e_{1}$ | 0 | 0 | 0 | $e_{6}$ | $2^{-2}$ |
| 35 | $e_{1}$ | $e_{1}$ | $e_{31}$ | 0 | 0 | $e_{1,6,31}$ | $2^{-2}$ |
| 36 | 0 | $e_{1}$ | $e_{31}$ | $e_{31}$ | 0 | $e_{1}$ | $2^{-1}$ |
| 37 | 0 | 0 | $e_{31}$ | $e_{31}$ | $e_{31}$ | $e_{31}$ | 1 |
| 38 | 0 | 0 | 0 | $e_{31}$ | $e_{31}$ | 0 | 1 |
| 39 | 0 | 0 | 0 | 0 | $e_{31}$ | $e_{31}$ | 1 |
| 40 | 0 | 0 | 0 | 0 | 0 | 0 | 1 |
| : | : | : | : | : | : | : | : |
| 45 | 0 | 0 | 0 | 0 | 0 | 0 | 1 |

Table C.3: Differential for Rounds 45-81 of SHA-0 (Extension of the Previous Differential)

| Round (i) | $\Delta A^{i}$ | $\Delta B^{i}$ | $\Delta C^{i}$ | $\Delta D^{i}$ | $\Delta E^{i}$ | $\Delta m^{i}$ | Prob. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 45 | 0 | 0 | 0 | 0 | 0 | 0 | 1 |
| 46 | 0 | 0 | 0 | 0 | 0 | $e_{1}$ | $2^{-1}$ |
| 47 | $e_{1}$ | 0 | 0 | 0 | 0 | $e_{1,6}$ | $2^{-2}$ |
| 48 | $e_{1}$ | $e_{1}$ | 0 | 0 | 0 | $e_{1,6}$ | $2^{-3}$ |
| 49 | 0 | $e_{1}$ | $e_{31}$ | 0 | 0 | $e_{1,31}$ | $2^{-3}$ |
| 50 | 0 | 0 | $e_{31}$ | $e_{31}$ | 0 | 0 | $2^{-1}$ |
| 51 | 0 | 0 | 0 | $e_{31}$ | $e_{31}$ | 0 | $2^{-1}$ |
| 52 | 0 | 0 | 0 | 0 | $e_{31}$ | $e_{31}$ | 1 |
| 53 | 0 | 0 | 0 | 0 | 0 | 0 | 1 |
| 54 | 0 | 0 | 0 | 0 | 0 | $e_{1}$ | $2^{-1}$ |
| 55 | $e_{1}$ | 0 | 0 | 0 | 0 | $e_{1,6}$ | $2^{-2}$ |
| 56 | $e_{1}$ | $e_{1}$ | 0 | 0 | 0 | $e_{1,6}$ | $2^{-3}$ |
| 57 | 0 | $e_{1}$ | $e_{31}$ | 0 | 0 | $e_{31}$ | $2^{-3}$ |
| 58 | $e_{1}$ | 0 | $e_{31}$ | $e_{31}$ | 0 | $e_{1,6}$ | $2^{-3}$ |
| 59 | $e_{1}$ | $e_{1}$ | 0 | $e_{31}$ | $e_{31}$ | $e_{1,6}$ | $2^{-4}$ |
| 60 | 0 | $e_{1}$ | $e_{31}$ | 0 | $e_{31}$ | $e_{1}$ | $2^{-1}$ |
| 61 | 0 | 0 | $e_{31}$ | $e_{31}$ | 0 | 0 | 1 |
| 62 | 0 | 0 | 0 | ${ }^{31}$ | ${ }^{31}$ | 0 | 1 |
| 63 | 0 | 0 | 0 | 0 | $e_{31}$ | $e_{31}$ | 1 |
| 64 | 0 | 0 | 0 | 0 | 0 | 0 | 1 |
| 65 | 0 | 0 | 0 | 0 | 0 | $e_{1}$ | $2^{-1}$ |
| 0-64 | $p=2^{-78}, \hat{p}=2^{-78}$ |  |  |  |  |  |  |
| 66 | $e_{1}$ | 0 | 0 | 0 | 0 | $e_{1,6}$ | $2^{-2}$ |
| 67 | $e_{1}$ | $e_{1}$ | 0 | 0 | 0 | $e_{1,6}$ | $2^{-2}$ |
| 68 | 0 | $e_{1}$ | $e_{31}$ | 0 | 0 | $e_{1,31}$ | $2^{-1}$ |
| 69 | 0 | 0 | $e_{31}$ | $e_{31}$ | 0 | 0 | 1 |
| 70 | 0 | 0 | 0 | $e_{31}$ | ${ }^{31}$ | $e_{1}$ | $2^{-1}$ |
| 71 | $e_{1}$ | 0 | 0 | 0 | $e_{31}$ | $e_{6,31}$ | $2^{-1}$ |
| 72 | 0 | $e_{1}$ | 0 | 0 | 0 | 0 | $2^{-1}$ |
| 73 | $e_{1}$ | 0 | ${ }^{3} 1$ | 0 | 0 | $e_{1,6,31}$ | $2^{-2}$ |
| 74 | $e_{1}$ | $e_{1}$ | 0 | $e_{31}$ | 0 | $e_{1,6,31}$ | $2^{-2}$ |
| 75 | 0 | $e_{1}$ | $e_{31}$ | 0 | $e_{31}$ | 0 | $2^{-1}$ |
| 76 | $e_{1}$ | 0 | $e_{31}$ | $e_{31}$ | 0 | $e_{1,6}$ | $2^{-2}$ |
| 77 | $e_{1}$ | $e_{1}$ | 0 | $e_{31}$ | $e_{31}$ | $e_{1,6}$ | $2^{-2}$ |
| 78 | 0 | $e_{1}$ | $e_{31}$ | 0 | $e_{31}$ | $e_{1}$ | $2^{-1}$ |
| 79 | 0 | 0 | $e_{31}$ | $e_{31}$ | 0 | 0 | 1 |
| 80 | 0 | 0 | 0 | $e_{31}$ | $e_{31}$ | 0 | $2^{-1}$ |
| 81 | 0 | 0 | 0 | 0 | $e_{31}$ | $e_{31}$ | 1 |
| 82 | 0 | 0 | 0 | 0 | 0 |  |  |
| 0-81 | $q=2^{-98}$ |  |  |  |  |  |  |

## C. 3 Differential of SHA-1 and its Probability

Table C.4: Differential for Rounds $0-32$ on SHA-1

| Round (i) | $\Delta A^{i}$ | $\Delta B^{i}$ | $\Delta C^{i}$ | $\Delta D^{i}$ | $\Delta E^{i}$ | $\Delta m^{i}$ | Prob. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | 0 | 0 | 0 | $e_{1}$ | $2^{-1}$ |
| 1 | $e_{1}$ | 0 | 0 | 0 | 0 | $e_{6}$ | 1 |
| 2 | 0 | $e_{1}$ | 0 | 0 | 0 | 0 | $2^{-2}$ |
| 3 | $e_{1}$ | 0 | $e_{31}$ | 0 | 0 | $e_{6,31}$ | $2^{-2}$ |
| 4 | 0 | $e_{1}$ | 0 | $e_{31}$ | 0 | $e_{31}$ | $2^{-3}$ |
| 5 | $e_{1}$ | 0 | $e_{31}$ | 0 | $e_{31}$ | $e_{6}$ | $2^{-2}$ |
| 6 | 0 | $e_{1}$ | 0 | $e_{31}$ | 0 | $e_{0,31}$ | $2^{-4}$ |
| 7 | $e_{0,1}$ | 0 | $e_{31}$ | 0 | $e_{31}$ | $e_{5,6}$ | $2^{-3}$ |
| 8 | 0 | $e_{0,1}$ | 0 | $e_{31}$ | 0 | $e_{0,1,31}$ | $2^{-5}$ |
| 9 | 0 | 0 | $e_{30,31}$ | 0 | $e_{31}$ | $e_{1,30}$ | $2^{-4}$ |
| 10 | $e_{1}$ | 0 | 0 | $e_{30,31}$ | 0 | $e_{6,30,31}$ | $2^{-4}$ |
| 11 | 0 | $e_{1}$ | 0 | 0 | $e_{30,31}$ | $e_{1,30,31}$ | $2^{-3}$ |
| 12 | 0 | 0 | $e_{31}$ | 0 | 0 | $e_{31}$ | $2^{-1}$ |
| 13 | 0 | 0 | 0 | $e_{31}$ | 0 | $e_{31}$ | $2^{-1}$ |
| 14 | 0 | 0 | 0 | 0 | $e_{31}$ | $e_{1,31}$ | $2^{-1}$ |
| 15 | $e_{1}$ | 0 | 0 | 0 | 0 | $e_{6}$ | $2^{-1}$ |
| 16 | 0 | $e_{1}$ | 0 | 0 | 0 | $e_{1}$ | $2^{-2}$ |
| 17 | 0 | 0 | $e_{31}$ | 0 | 0 | $e_{31}$ | $2^{-1}$ |
| 18 | 0 | 0 | 0 | $e_{31}$ | 0 | $e_{31}$ | $2^{-1}$ |
| 19 | 0 | 0 | 0 | 0 | $e_{31}$ | $e_{31}$ | 1 |
| 20 | 0 | 0 | 0 | 0 | 0 | $e_{1}$ | $2^{-1}$ |
| 21 | $e_{1}$ | 0 | 0 | 0 | 0 | $e_{6}$ | $2^{-1}$ |
| 22 | 0 | $e_{1}$ | 0 | 0 | 0 | 0 | $2^{-1}$ |
| 23 | $e_{1}$ | 0 | $e_{31}$ | 0 | 0 | $e_{6,31}$ | $2^{-1}$ |
| 24 | 0 | $e_{1}$ | 0 | $e_{31}$ | 0 | $e_{1,31}$ | $2^{-1}$ |
| 25 | 0 | 0 | $e_{31}$ | 0 | $e_{31}$ | 0 | 1 |
| 26 | 0 | 0 | 0 | $e_{31}$ | 0 | $e_{31}$ | 1 |
| 27 | 0 | 0 | 0 | 0 | $e_{31}$ | $e_{31}$ | 1 |
| 28 | 0 | 0 | 0 | 0 | 0 | 0 | 1 |
| $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | . | : |
| 33 | 0 | 0 | 0 | 0 | 0 | 0 | 1 |

Table C.5: Differential for Rounds 33-42 on SHA-1 (Extension of the Previous Differential)

| Round (i) | $\Delta A^{i}$ | $\Delta B^{i}$ | $\Delta C^{i}$ | $\Delta D^{i}$ | $\Delta E^{i}$ | $\Delta m^{i}$ | Prob. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 33 | 0 | 0 | 0 | 0 | 0 | 0 | 1 |
| 34 | 0 | 0 | 0 | 0 | 0 | $e_{2}$ | $2^{-1}$ |
| 35 | $e_{2}$ | 0 | 0 | 0 | 0 | $e_{7}$ | $2^{-1}$ |
| 36 | 0 | $e_{2}$ | 0 | 0 | 0 | $e_{2}$ | $2^{-1}$ |
| 37 | 0 | 0 | $e_{0}$ | 0 | 0 | $e_{0,3}$ | $2^{-2}$ |
| 38 | $e_{3}$ | 0 | 0 | $e_{0}$ | 0 | $e_{0,2,8}$ | $2^{-3}$ |
| 39 | $e_{2}$ | $e_{3}$ | 0 | 0 | $e_{0}$ | $e_{0,3,7}$ | $2^{-3}$ |
| 40 | 0 | $e_{2}$ | $e_{1}$ | 0 | 0 | $e_{1,2,4}$ | $2^{-5}$ |
| 41 | $e_{4}$ | 0 | $e_{0}$ | $e_{1}$ | 0 | $e_{0,1,3,9}$ | $2^{-6}$ |
| 42 | $e_{3}$ | $e_{4}$ | 0 | $e_{0}$ | $e_{1}$ | $e_{0,1,3,4,8}$ | $2^{-7}$ |
| 43 | $e_{3}$ | $e_{3}$ | $e_{2}$ | 0 | $e_{0}$ |  |  |
| 0-42 | $p=2^{-75}, \hat{p}=2^{-73.4}$ |  |  |  |  |  |  |
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[^0]:    Promotoren:
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    Prof. Dr. Sangjin Lee

[^1]:    ${ }^{1}$ In order for the distribution of output differences for $E^{0}$ to be uniform, the differential probability $p$ should be $2^{-n}$ for any nonzero differences $\alpha$ and $\beta$.

[^2]:    ${ }^{1}$ A truncated differential is a set of differentials, hence it has more than one input difference or output difference [74].

[^3]:    ${ }^{1}$ In order to check Eq. (4.1) for each ciphertext set, we need to guess some bits of the key for rounds 11 to 27 .

[^4]:    ${ }^{2}$ Before running this attack, we can pre-compute a table which keeps $2^{64}$ input pairs $\left(I_{0}, I_{0}^{*}\right)$ to round 0 , where $I_{0}^{*}=\mathrm{BS}^{-1}\left(\mathrm{SR}^{-1}\left(\mathrm{MC}^{-1}\left(\mathrm{MC}\left(\operatorname{SR}\left(\mathrm{BS}\left(I_{0}\right)\right)\right) \oplus \Delta K_{0, R}\right)\right)\right.$. If Step 4.1 has access to this table for each guessed subkey $\left(k_{w}, k_{w}^{*}\right)$, it can find plaintext pairs $\left(P_{i, l}, P_{i, l}^{*}\right)$ by XORing $\left(k_{w}, k_{w}^{*}\right)$ with $\left(I_{0}, I_{0}^{*}\right)$.

[^5]:    ${ }^{1}$ The related-key rectangle technique is applied to HMAC, but our distinguisher works on HMAC with a single secret key. For clarification, we use the terminology a rectangle distinguisher rather than a related-key rectangle distinguisher for HMAC.

[^6]:    ${ }^{2}$ The internal collisions represent the collisions of the output pairs for the function $h_{2}$.

[^7]:    ${ }^{3}$ The factor that makes the output distribution of HMAC with a random function different from that of a random function is a collision after the function $h_{2}$ of HMAC. It follows that for each message pair, this internal collision occurs with probability $2^{-l}$. Hence, for HMAC with a random function the last test holds with probability $2^{-l}+2^{-l}\left(1-2^{-l}\right) \approx 2^{-l+1}$.

[^8]:    ${ }^{4}$ As mentioned before, for HMAC with a random function, a collision occurs with probability $2^{-l+1}$ and thus two collisions of the two pairs chosen form a MAC quartet occur with probability $2^{-2 l+2}$.

[^9]:    ${ }^{5}$ An exhaustive computer search has been performed over all possible $r_{1}, r_{2}, r_{3}, r_{4}, r_{5}$ and $r_{6}$ which can produce a collision after the first pass.

[^10]:    ${ }^{6}$ For the HMAC-MD4 attacks, a more delicate method for choosing messages is required. For details, see [26].

