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Abstract. This article describes concrete results and practically approved countermeasures concerning differential fault attacks on RSA using the CRT. It especially investigates smartcards with a RSA coprocessor where any hardware countermeasure to defeat such fault attacks have been switched off. This scenario has been chosen in order to completely analyze the resulting effects and errors occurring inside the hardware. Using the results of this kind of physical stress attack enables the development of completely reliable software countermeasures. Although successful RSA attacks on the investigated hardware have been only possible with an expensive enhanced laboratory equipment, the effects on the unprotected hardware have been tremendously. This caused lots of analysis efforts to investigate what really happened during the attack. Indeed, this will be addressed in this paper.

We first report on the nature of the resulting errors within the hardware due to the physical stress applied to the smartcard. Hereafter, we describe the experiments and results with a very efficient and prominent software RSA-CRT DFA countermeasure. This method could be shown to be insufficient, i.e., detected nearly no error, when we introduced stress at the right position during the computation. Naturally, a detailed error analysis model followed, specifying every failure point during the RSA-CRT operation. This model finally allowed to develop and present here new very practically oriented software countermeasures hedging the observed and characterized fault attacks. Eventually, we present the security analysis of our new developed software RSA-CRT DFA countermeasures. Thanks to their careful specification according to the observed and analyzed errors they resisted all kinds of physical stress attacks and were able to detect any subtle computation error, thus avoiding to break the smartcard by fault attacks.

Nevertheless, we stress, that although our software countermeasures have been fully approved by practical experiments, we are convinced that only sophisticated hardware countermeasures like sensors and filters in combination with software countermeasures will be able to provide a secure and comfortable base to defeat in general any conceivable fault attacks scenario on smartcards properly.
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1 Introduction

This paper shows and proves that fault attacks on RSA with the CRT (also known as Bellcore attacks) due to [BDL] are indeed feasible and devastating if there are no hardware mechanisms (like sensors and filters) nor any appropriate software countermeasures implemented in the underlying smartcard ICs. However, this does not imply that modern high-security smartcard ICs are vulnerable by this kind of attacks. Instead, it shows that fault tolerant and robust hardware and especially sophisticated hardware countermeasures are essential for the design of physical secure hardware to prevent such devastating effects as investigated in the following.

Moreover, we stress that it is impossible in the field to switch off these sophisticated hardware countermeasures preventing this kind of attacks — which has been done exceptionally for our detailed feasibility study concerning the practicality of the Bellcore attack by a specifically designed hardware.

In order to provide better security for data protection under strong encryption schemes (e.g., RSA [RSA], 3DES [MvOV], etc.) more and more implementations based on tamper-proof devices (e.g., smartcard ICs) are proposed. The main reason for this trend is that smartcard ICs provide high reliability and security with more memory capacity and better performance characteristics than conventional magnetic stripe card. The CPU in smartcards controls its data input and output and prevents unauthorized access to a smartcard. With special characteristics of computational ability, large memory capacity and security, a large variety of cryptographic applications benefit from smartcard ICs. Due to this popular usage of tamper-resistance, the arising of several new ideas for physical attacks against smartcards in 1996 due to [Koch] and [BDL] and again 1999 by [KJ], followed by [SQ], has attracted a huge amount of research. However, within this vein, most research so far focused on Timing or Power Analysis attacks. This is surprising as the frauds with smartcards by inducing faults are reality, cf., [A,AK1,AK2], whereas no faults via Timing or Power Analysis attacks have been reported so far. Moreover, as seen from the scientific literature, the research on faults based cryptanalysis or its practical realization is not very active, when compared with the other side-channel research. Furthermore, no practical investigation of the most interesting and practical scenario, i.e., the so called Bellcore attack [BDL] on RSA with CRT [RSA,CQ] has been reported so far.

Indeed, this topic will be for the first time publicly addressed within this paper. Thus, it answers a question of Kaliski and Robshaw [KR] of how practical these attacks might be, answered definitely here by physicists and the designers and manufacturers of secure hardware.

Actually, the present paper has three main themes. First, we will actually present a practical case study of fault attacks on smartcards implementations of RSA in CRT mode. We will indeed explain how to realize so called spike attacks on smartcards, analyze hereafter their intrinsic complexity from an attacker’s point of view and reveal an appropriate test equipment to implement such fault attacks. Second, we will present the resulting errors on completely unprotected hardware and software for RSA in CRT mode. In addition, we will demonstrate the insufficiency of a very prominent and efficient software countermeasure due to [Sh]. Third, we will derive from the analysis of the previously obtained resulting errors new software countermeasures which were proved to fully work under extensive spike attacks.

Only very recently the field of research on fault attacks and their countermeasures has been shown some activity. For instance, a series of papers [Y1,YKLM1,YKLM2,QYY] came up with some new ideas for attacks scenarios and also new countermeasures to defeat fault attacks. The relevance of this line of research to this paper and especially its practical relevance will be discussed later within section 2.

The present paper is organized as follows. Section 2 briefly repeats RSA using the CRT and the fault based cryptanalysis of RSA using the CRT according to [BDL,JLQ]; it also includes and discusses the advantages and limitations of so far publicly known software countermeasures to defeat fault attacks on RSA in CRT mode. Section 3 basically digs into the real physics of enforcing errors during the cryptographic computation of smartcard ICs. Within section 4 we basically
investigate sophisticated software countermeasures derived from our practical observations and our proposed model to counteract fault attacks on RSA in CRT mode. We also present practical results which were obtained with our countermeasures. Eventually we will draw some practical conclusion in section 5 concerning software countermeasures to hedge such Bellcore attacks.

2 Preliminaries

2.1 The RSA System

Let \( N = p \cdot q \) be the product of two large primes each \( n/2 \) bits long. To sign a message \( m \in \mathbb{Z}_N \) using RSA one computes \( S := m^d \mod N \), where \( d \) is the private exponent satisfying \( e \cdot d \equiv 1 \mod (p - 1)(q - 1) \) for the public exponent \( e \). The computationally expensive part of signing using RSA is the modular exponentiation of \( m \). For efficiency most implementations exponentiate as follows: using repeated square and multiply they first compute \( S_p := m^d \mod p \) and hereafter \( S_q := m^d \mod q \). They then use the CRT to construct the signature \( S = m^d \mod N \). This last CRT step takes negligible time compared to with the two exponentiations. It is done efficiently by computing

\[
S = S_p + ((S_p - S_q) \cdot (q^{-1} \mod p) \mod p) \cdot q, \tag{1}
\]

using Garner’s algorithm, cf. [Kn].

The reason to use the CRT is that the exponentiation using the CRT is much faster than square and multiply \( \mod N \). To see this, observe that \( S_p = m^d \mod p = m^d \mod ((p-1) \mod p) \). Usually, \( d \) is of order \( N \), while \( d \mod (p - 1) \) is of order \( p \). Consequently, computing \( S_p \) requires half as many multiplications as computing \( S \) directly. In addition, intermediate values during the computation of \( S_p \) are only half as big — they are in the range \([1, \ldots, p]\), rather than \([1, \ldots, N]\). Clearly, the same arguments are valid for the computation of \( S_q \). When quadratic time complexity is used, multiplying two numbers in \( \mathbb{Z}_p \) takes a quarter of the time as multiplying elements in \( \mathbb{Z}_N \). Hence, computing \( S_p \) takes an eight of the time of computing \( S \) directly. Thus, computing \( S_p \) and \( S_q \) this way takes a quarter of the time of computing \( S \) directly. Thus, CRT exponentiation is four times faster than direct exponentiation. This is why RSA with CRT is the preferred method for generating RSA signatures, cf. [CQ,MvOV].

2.2 The fault-based cryptanalysis of RSA using CRT

For the sake of completeness we briefly recall the fault-based cryptanalysis of RSA using the CRT due to [BDL] and assume the above notations.

Assume that during the computation of a RSA signature for a message \( m \) via the CRT a random error occurs during the computation of \( S_p \), thus yielding the faulty signature part \( S'_p \), whereas the computation of \( S_q \) is performed correctly. Applying now the combination of \( S'_p \) and \( S_q \) via (1) will yield an incorrect signature \( S' \) different from the correct signature \( S \), i.e., \( S - S' \neq 0 \). According to the fault-based cryptanalysis of [BDL, JLQ], one obtains the factorization of \( N \) by computing

\[
gcd((m - (S')^e) \mod N, N) = q.
\]

2.3 Simple software countermeasure to defeat the fault attack

We will now present some simple ad-hoc countermeasures which have been already suggested within [BDL, KR] to hedge the faults attack scenario. One approach is to perform calculations twice and the other approach suggests to verify the correctness of the signature by comparing the inverse result with the input.

The first approach is a very time-consuming and it cannot always provide a satisfactory solution since a permanent error (caused by a permanent hardware or software fault implementation bug) may be undetectable, even if the function is computed more than once.
The second approach is to verify the correctness by comparing the inverse result with the input \(m\). A RSA signature \(S = m^d \mod N\) can be verified by raising \(S\) to the \(e\)th power and compare whether \(m \equiv s^e \mod N\). Generally, this is not a satisfactory solution since the parameter \(e\) could be a large integer and this checking procedure becomes time-consuming.

A completely different but very interesting countermeasure is the introduction of randomness into the RSA signature process. Here, RSA is applied to \(F(m, r)\) where \(F\) is some formatting function and \(r\) is a random string which ensures that the user never signs the same message twice. Furthermore, given an erroneous signature the verifier does not know the full plain-text that was signed. Consequently, the above attack cannot be applied to this modified system cf. [BDL,BR,KR].

2.4 Shamir's software Countermeasure

Shamir's basic idea, as presented in [Sh] is to select a random integer \(t\) and to do the following computations

\[
S_{pt} := m^d \mod p \times t, \\
S_{qt} := m^d \mod q \times t.
\]

In the case of \(S_{pt} = S_{qt} \mod t\) the computation is defined to be error free and \(S\) is computed according to the CRT recombination equation (1).

One drawback in Shamir's method, as pointed out in [JPY], is the following. Within the CRT mode of real RSA applications the value \(d\) is not known, only the values \(d_p = d \mod (p - 1)\) and \(d_q = d \mod (q - 1)\) are known. Although \(d\) can be efficiently computed from \(d_p\) and \(d_q\) only, as described in [FS], it will definitely limit the acceptance of Shamir's method. Nevertheless, this simple way of checking the computations correctness is anyway insufficient as demonstrated later by our practical experiments.

But, the new software countermeasures, as presented later, developed and motivated by our experimental results alleviate the two formerly drawbacks of Shamir's method.

2.5 General remarks on methods to overcome fault attacks

Only very recently the field of research on fault attack countermeasures has been emerged. For instance a series of papers [YJ,YKLM1,YKLM2,JQYY] assumed that the attacker has a very precise knowledge about the implementation details and especially an absolute accurate control on the timing of his fault induction. This possibility, together with an implemented signature correctness check was then used by the above papers to get access to the bits of the private exponent \(d\). However, all the fault attacks described in [YJ,YKLM1,YKLM2,JQYY] can be easily prevented by the various randomization possibilities for the RSA signature algorithm, e.g., randomization of the message \(m\), modul \(N\) and the private exponents \(d_p\) and \(d_q\), or simply \(d\). Note that these techniques must be anyway implemented in a secure RSA signature algorithm to counteract other side-channel attacks.

Moreover, [YKLM1] proposed the following very interesting countermeasure. Their key idea is the assurance to influence the computation of \(S_q\), or the overall computation of \(S\) when an error occurred during the computation of \(S_p\), or vice versa. By the explanation of the cryptanalysis given in section 2 it follows, that in this case no successful fault attack on RSA with CRT is possible. They proposed this idea in order to overcome the problem that an attacker might simply jump over the special critical point where the decision concerning the computation's correctness is done. Although such an attack seems questionable, it can be simply defeated by a small appropriate software. Unfortunately, recently it was shown by [BMS] that their proposal to perform a so called infective RSA CRT computation is not secure, i.e. can be broken completely by lattice reduction methods.
3 Physical fault attacks realization

First of all, we would like to stress again that modern high-end cryptographic devices, e.g., smartcards, are usually protected by means of various and numerous sophisticated hardware mechanisms to detect any intrusion attempt into their system behavior, cf. [Ma,NR]. This is due to the fact that hardware manufacturers of cryptographic devices such as smartcard ICs have been aware of the importance of protecting against intrusions by, e.g., external voltage variations, external clock variations, etc. for a long time. However, it should be clear that the design of such mechanisms is a very difficult engineering task. Such mechanisms must be able to tolerate natural slight deviations from the standard values of the electrical parameter to be safeguarded, in order to ensure proper functionality of the underlying device within the specified range, as for example described in [ISO]. And, on the other side they have to detect very fast and low unnatural deviations from the specified standard range, in order to detect any attack attempt by modifying the electrical execution conditions to alter a computation’s result. For example, the standard specification for smartcard ICs [ISO] allows for the smartcard ICs contact $V_{CC}$ under normal operating conditions a voltage supply between 4.5V and 5.5V.

Although there are lots of possibilities to introduce an error during the cryptographic operation of an unprotected smartcard hardware, i.e., the CPU working in concert with a crypto coprocessor, we will only explain in detail so called spikes attacks. The reason is that spike attacks are non-invasive attacks, which require especially no physical opening and no chemical preparation of the smartcard IC. Thus, spike attacks are the most obvious method for attacking smartcard ICs. For further information on various methods how to enforce erroneous computations of chips without hardware countermeasures, we refer to [A,AK1,AK2,Gu1,Gu2,Koca,Ma].

**Spikes** As seen above, a smartcard must be able to tolerate on the contact $V_{CC}$ a supply voltage between 4.5V and 5.5V, where the standard voltage is specified at 5V. Within this range the smartcard will be able to work properly. However, a deviation of the external power supply of much more than the specified 10% tolerance could cause problems for a proper functionality of the smartcard IC. Indeed, it could then lead to a wrong computation result, provided that the smartcard IC is still able to finish its computation completely. But most often this is not possible, as the spike caused too much trouble to the CPU of the smartcard IC.

Although a spike seems from the above explanation very simple, a specific type of a power spike is determined by altogether nine different parameters. These nine parameters are determined by a combination of time and voltage values and as well by the shape of the transition as shown in figure 1. This indicates the range of different parameters which must be scanned for penetration attacks against cryptographic devices. However, it also reveals the strong requirements for the corresponding sensor mechanisms.

From the former discussion of spike attack, one can envision the difficulties an attacker is confronted with, when he wants to overcome all the activated hardware countermeasures within modern high-security smartcard ICs. Amongst them, there a various, numerous and especially finely tuned sensors and filters monitoring the frequency, voltage supply, etc., designed via highest sophisticated electronically mechanisms.

In the field of PayTV there exist lots of different penetration attacks. For instance, to lock old smartcard devices the TV-channel is used by the TV companies to reprogram the smartcards when connected to the decoder. Thus, after their legal usage time the smartcards are executing an infinity loop. The following figure 2 shows a classical “spike-hardware”, which is available from the Internet and is used to crack such locked PayTV smartcards. It does simply spikes on invalidated smartcards in order to leave the programmed infinity loop, which was intended to lock these smartcards. Therefore, these pirate devices are actually called “unlooper”
Fig. 1. Spike-parameters defining the shape of a specific spike.

Fig. 2. “Unlooper” hardware from the internet to crack PayTV smartcards.
3.1 Laboratory setting

In order to systematically investigate the effects of spikes and especially our proposed countermeasures, we basically used the following spike enforcing hardware set-up, which is shown in figure 3.

![Schematic of test equipment](image)

**Fig. 3.** Schematic of our test equipment.

With such a test set-up it is indeed possible to enforce a spike with a very high preciseness. This is necessary, if the spike shall enforce only a tiny random computation fault rather than a complete destruction of the smartcard’s computation, which would make the smartcard’s computation result unusable for a successful attack. Through the coupling of the control and communication of the smartcard with a PC, which is running a dedicated test-software, it is possible to observe and analyze the smartcard’s reaction with respect to the applied spike-form as discussed above, e.g., answering with a correct/wrong answer sequence. Now, one has to find by altering the 9 parameters of the applied spike a set of parameters enabling a tiny random computation fault, but leaving the smartcard’s main computation untouched.

3.2 Results on unprotected hardware and software

We will now discuss our results of successfully applied spike-attacks on our specifically designed smartcard hardware derived from a typical low-end smartcard. The design modification was basically a disemabling of any hardware countermeasures, to allow fault attacks on RSA using the CRT. Moreover, for ease of exposition, we have also switched off any (hardware and software) countermeasures to defeat other classical side-channel attacks, like Timing Analysis [Koch], Power Analysis [KJJ], Electromagnetic Analysis [SQ], etc.

However, to introduce a spike at the right position of the RSA with the CRT, one first must investigate the power profile of the critical computation. Such a power profile of our investigated coprocessor is shown in figure 4, which we will now explain a little bit more further. The upper line represents the profile of the smartcard’s I/O behavior. The first I/O activity is the start impulse for the smartcard and the second peak is the answer sequence given by the smartcard. Between these two peaks the smartcard is computing a 2048-bit RSA signature using the CRT. This is shown in the lower line where the main power profile of the smartcard is depicted.

The RSA-CRT computation starts at the time block 1.5 and ends at the time block 9.2. This can be seen by the fact that the power consumption increases — due to the coprocessors activity. One immediately recognizes the two different exponentiations, as they are the consumers which need for their whole duration the highest power consumption.

In our case the first exponentiation lies in the time frame 1.6 to 5.1, and the second exponentiation lies in the time frame 5.3 to 8.8. Between these two exponentiations there is the loading of
the new data into the crypto coprocessor for the second exponentiation and as well the correctness checks of the first exponentiation. Before the first exponentiation one recognizes the loading of the data into the crypto coprocessor for the first exponentiation, after the first exponentiation the corresponding correctness checks and as well the loading of the data into the crypto coprocessor and for the second exponentiation and after the second exponentiation again the correctness checks of the second exponentiation and finally the CRT combination of the two partial exponentiations followed eventually by additional correctness check for the CRT combination.

![Fig. 4. Power profile of RSA with the CRT.](image)

The first algorithm we attacked with our spike equipment was the pure RSA signature algorithm using the CRT:

<table>
<thead>
<tr>
<th>input: $m, p, q, d_p, d_q, q^{-1}$ mod $p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_p := m^{d_p} \mod p$</td>
</tr>
<tr>
<td>$S_q := m^{d_q} \mod q$</td>
</tr>
<tr>
<td>$S := S_q + ((S_p - S_q) \cdot q^{-1} \mod p) \cdot q$</td>
</tr>
<tr>
<td>return$(S)$</td>
</tr>
<tr>
<td>output: $m^d \mod N$</td>
</tr>
</tbody>
</table>

Before discussing the results of our spike attacks on the above algorithm we note that the inputs $p, q, d_p, d_q, q^{-1}$ mod $p$ are usually stored in EEPROM, while the message $m$ is stored in RAM. However, to compute with the data $p, q, d_p, d_q, q^{-1}$ mod $p$ they must moved during the computation from EEPROM into the crypto coprocessor. By varying the time when we applied the appropriate spike to the smartcard ICs power supply $V_{CC}$, we were able to induce the following different error scenarios.
Due to the lack of space we must refer a complete discussion and interpretation of our observed error scenarios to the full version of the present paper. However, from the above table it clearly follows, that an attacker can enforce any error he likes, when hitting the correct time and spike parameters as needed for the underlying unprotected hardware.

Thus, we can conclude that it is absolutely necessary to have sophisticated hardware and software countermeasures to hedge such kinds of attacks to break the RSA signature algorithm using the CRT. Within the remaining sections we will analyze such already existing software countermeasures and also develop new sophisticated and especially more reliable countermeasures.

### 3.3 Results on unprotected hardware with simple software countermeasures

Motivated by the devastating results obtained within the previous section, we hereafter tested the reliability of the software countermeasures due to [Sh] as described in section 2. Thus, we applied at carefully chosen time points our formerly chosen spikes parameters to the unprotected smartcard IC when computing the following RSA signature algorithm, shown in figure 5.

```
\textbf{input:} \ m, p, q, d, q^{-1} \mod p \\
\text{randomly choose a short prime } r, \text{ e.g., 32 bits} \\
p' := p \ast r \\
d'_p := d \mod (p - 1) \ast (r - 1) \\
q' := q \ast r \\
d'_q := d \mod (q - 1) \ast (r - 1) \\
S'_{p} := (m \mod p)^{d'_p} \mod p' \\
S'_{q} := (m \mod q)^{d'_q} \mod q' \\
S_{p} := S'_{p} \mod p \\
S_{q} := S'_{q} \mod q \\
S := S_{p} + ((S_{p} - S_{q}) \ast q^{-1} \mod p) \ast q \\
\text{if } ((S'_{p} \mod r) = (S'_{q} \mod r)) \text{ then} \\
\quad \text{return}(S) \\
\text{else} \\
\quad \text{return}(\text{error}) \\
\textbf{output:} \ m^d \mod (p \ast q)
```

Fig. 5. Shamir’s countermeasure.

We will now briefly summarize in a table the observed errors. But again, due to the lack of space we must refer a detailed explanation and discussion of the observed errors, their nature
and especially their security consequences to the full version of the present paper. But to give an impression of possible problems, consider the case that during the computation of \( p' \) the value of \( p \) is changed to some value \( \tilde{p} \), such that \( p' = \tilde{p}r \). Then the correctness check mod \( r \) will fail.

<table>
<thead>
<tr>
<th>Observed error scenarios</th>
<th>recog.?</th>
<th>relev.?</th>
<th>working?</th>
</tr>
</thead>
<tbody>
<tr>
<td>modification of ( p, q )</td>
<td>time dep.</td>
<td>time dep.</td>
<td>time dep.</td>
</tr>
<tr>
<td>modification of ( d_p, d_q )</td>
<td>time dep.</td>
<td>no</td>
<td>yes</td>
</tr>
<tr>
<td>modification of ( q^{-1} \mod p )</td>
<td>no</td>
<td>yes</td>
<td>no</td>
</tr>
<tr>
<td>modification of ( r )</td>
<td>time dep.</td>
<td>time dep.</td>
<td>yes</td>
</tr>
<tr>
<td>wrong exp. mod ( p )</td>
<td>prob. ( 1 - \frac{1}{t} )</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>wrong exp. mod ( q )</td>
<td>prob. ( 1 - \frac{1}{t} )</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>faulty signature mod ( p ) and mod ( q )</td>
<td>prob. ( 1 - \frac{1}{t} )</td>
<td>no</td>
<td>no</td>
</tr>
<tr>
<td>error during comb. of ( S_p ) and ( S_q )</td>
<td>no</td>
<td>yes</td>
<td>no</td>
</tr>
<tr>
<td>modification of ( S_p ) or ( S_q )</td>
<td>time dep.</td>
<td>yes</td>
<td>no</td>
</tr>
</tbody>
</table>

The above table is organized as follows. The first column denotes the kind of error which might occur. The second column indicates whether the countermeasure recognizes the induced fault, while the second indicates whether the corresponding type of fault reveals the secret key. Finally, the last column says whether the countermeasure recognizes the devastating faults.

4 Practical Fault attacks countermeasures for unprotected hardware

Within this section we will first analyze the observed error scenarios from the two former sections and hereafter propose our new countermeasures. However, due to the lack of space this section will be very shortened and we again refer the reader to the full version of our paper.

4.1 Model to understand resulting/possible faults

From the observed error scenario, we have learned by an extensive data analysis the following facts.

- During the computation, every input value to the RSA signature algorithm could be altered to a value different from the original value.
- During the computation, every variable can be changed.
- The only values to trust, are the values which are stored in ROM or EEPROM.

Armed with this knowledge, we formulated the following checking philosophy:

*Check (at least in a probabilistic sense) every computed intermediate result wrt. its correctness by relying on trusted values only.*

In a rough sense, this checking philosophy is reflected by figure 6, showing the old and the new checking philosophy.

4.2 Software countermeasures derived according to the model

Inspired by the previous section and strong efficiency requirements, we developed the following countermeasures to hedge the fault attack scenario on RSA using the CRT. Also it takes into account, that a practical application is given \( d_p \) and \( d_q \) only, instead of having access to the full \( d \). Also, it avoids the use of the public exponent \( e \), which is most often not known to the signature algorithm in real applications.
Fig. 6. Information flow during checking.
**input:** $m, p, q, d_p, d_q, q^{-1} \mod p$

let $t$ be a short prime number, e.g., 16 bits

$p' := p \cdot t$
$d'_p := d_p + \text{random}_1 \cdot (p - 1)$
$S'_p := m^{d'_p} \mod p'$
if $\neg(p' \mod p \equiv 0 \land d'_p \mod (p - 1) \equiv d_p)$ then return(error)

$q' := q \cdot t$
$d'_q := d_q + \text{random}_2 \cdot (q - 1)$
$S'_q := m^{d'_q} \mod q'$
if $\neg(q' \mod q \equiv 0 \land d'_q \mod (q - 1) \equiv d_q)$ then return(error)

$S_p := S'_p \mod p$
$S_q := S'_q \mod q$
$S := S_q + ((S_p - S_q) \cdot q^{-1} \mod p) \cdot q$
if $\neg((S \mod p = S_p) \land (S \mod q = S_q))$ then return(error)

$S_{pt} := S'_p \mod t$
$d'_{pt} := d'_p \mod (t - 1)$
$S_{qt} := S'_q \mod t$
$d'_{qt} := d'_q \mod (t - 1)$
if $(S_{pt}^{d'_{pt}} = S_{qt}^{d'_{qt}} \mod t)$ then return($S$)
else return(error)

**output:** $m^t \mod (p \cdot q)$

---

**Fig. 7.** Practically secured RSA with CRT.
4.3 Measurement results for enhanced software countermeasures

Through extensive penetration tests via spikes on the algorithm shown in figure 6 we obtained the following table proving empirically the reliability of our software countermeasures.

<table>
<thead>
<tr>
<th>Observed error scenarios</th>
<th>recog.?</th>
<th>relev.?</th>
<th>working.?</th>
</tr>
</thead>
<tbody>
<tr>
<td>modification of $p, p', q, q'$</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>modification of $d, \tilde{d}$</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>modification of $q^{-1} \mod p$</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>modification of $t$</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>wrong exp. mod $p$</td>
<td>prob. $1 - 1/t$</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>wrong exp. mod $q$</td>
<td>prob. $1 - 1/t$</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>faulty signature mod $p$ and mod $q$</td>
<td>prob. $1 - 1/t$</td>
<td>no</td>
<td>yes</td>
</tr>
<tr>
<td>error during comb. of $S_p$ and $S_q$</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>modification of $S_p$ or $S_q$</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
</tbody>
</table>

Clearly, the probability that an error is undetected is equal to $1/t$. For $t$ a 64-bit integer, this probability is small enough; $t$ can thus be seen as a security parameter.

5 Conclusion

We have shown that the classical RSA with CRT fault attack is in principal feasible when using completely unprotected microcontrollers and moreover, that also prominent and efficient software countermeasures are not always completely reliable. Thus, it answers again a question of Kaliski and Robshaw [KR] to the affirmative, that these attacks are indeed practical. Moreover, our investigation also reveals that one should test any conceivable countermeasures in reality against all possible attack scenarios before trusting them. This was especially done with our newly developed software countermeasures which are indeed practical, efficient and fully approved by extensive practical penetration test. We would like to stress again, that our successful attacks have been only possible by switching off the whole zoo of implemented hardware countermeasures. In the field these mechanisms are always switched on to counteract spike attacks and lots of other attacks in order to give the smartcard user a full functional tamper-resistant device. And indeed, such mechanisms must be implemented on the card to prevent other known attacks rather than counteracting the simple (but efficient) attack on the RSA signature algorithm.

So, we close with an advice due to Kaliski and Robshaw [KR] from the RSA Laboratories that 

*good engineering practices in the design of secure hardware are essential.*
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