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Abstract—It is common nowadays for data owners to outsource of VABKS and present a scheme that provably satisfies them.
their data to the cloud. Since the cloud canno_t be fully trus@d, The scheme is constructed in a modular fashion, by using
the outsourced data should be encrypted. This however brirg attribute-based encryption, bloom filter, digital sigmatuand

a range of problems, such as: How should a data owner grant - .
search capabilities to the data users? How can the authorizkdata a new building-block we calattribute-based keyword search

users search over a data owner’s outsourced encrypted data? (ABKS) that may be of independent value. Experimental
How can the data users be assured that the cloud faithfully evaluation shows that th#ABKS solutions are practical.
executed the search operations on their behalf? Motivated yb

these questions, we propose a novel cryptographic solutipnalled B. Related Work

verifiable attribute-based keyword seardvABKS). The solution

allows a data user, whose credentials satisfy a data ownergcess To the best of our knOWIedge,.no existing solution is
control policy, to (i) search over the data owner's outsoured adequate for what we want to achieve. In what follows we

encrypted data, (i) outsource the tedious search operatics briefly review the relevant techniques.

to the cloud, and (iii) verify whether the cloud has faithfully . . .
executed the search operations. We formally define the sedty Attrlbute-Based. Encryption (ABE). ABE IS a popul_ar
requirements of VABKS and describe a construction that satisfies method for enforcing access control policies via cryptpbie

them. Performance evaluation shows that the proposed sch&s means. Basically, this technique allows entities with grop
are practical and deployable. credentials to decrypt a ciphertext that was encryptedraeco
|. INTRODUCTION ing to an access control policy [1]. Depending on how the ac-

) ) cess control policy is enforced, there are two variakisABE
Cloud computing allows data owners to use massive dﬂféy-policy ABE) where the decryption key is associated to

storage and vast computation capabilities at a very Iowepnqhe access control policy [2], an@P-ABE (ciphertext-policy

(Ij)_esplte the ?eneﬂtﬁ, data outsou(rjc:jng dEp”VITS Qaa mer%BE) where the ciphertext is associated to the access control
irect control over their outsourced data. To alleviateoEnns, i 131 ABE has been enriched with various features

data owners should encrypt their data before outsourcitiggto é)

) ) - (e.g., [4]-[7])- In this paper, we uséBE to construct a new
cloud. However, encryption can hinder some useful funstio) i i« -alled attribute-based keyword seardABKS), by
such as searching over the outsourced encrypted data wii

. . o ch keywords are encrypted according to an access control
enforcing an access control policy. Moreover, it is natueal

h h , he cloud. while k policy and data users with proper cryptographic credentiah
outsource the search operations to the cloud, while keeplag, o ate tokens that can be used to search over the outdource

the outsourced data private. There is a need to allow g . e data, This effectively prevents a data owner from
data users to verify whether the cloud faithfully executeel t knowing the keywords a data user is searching for, while

search operations or not. To the best of our knowledge iegist requiring no interactions between the data users and tlee dat

solutions cannot achieve these objectives simultaneously o ners/trusted authorities. This is in contrast to [8], vehtae
A. Our Contributions data users interact with the data owners/trusted autesrit

We propose a novel cryptographic primitive, calleerifi- obtain search tokens.

able attribute-based keyword sear@ABKS). This primitive Keyword Search over Encrypted Data. This technique
allows a data owner to control the search, and use of, @ows a data owner to generate some tokens that can be used
outsourced encrypted data according to an access conbyla data user to search over the data owner’s encrypted data.
policy, while allowing the legitimate data users to outsmur Existing solutions for keyword search over encrypted data
the (often costly) search operations to the cloud and verifan be classified into two categories: searchable encryptio
whether or not the cloud has faithfully executed the searah the symmetric-key setting (e.g., [9]-[18]) and seardbab
operations. In other words, a data user with proper crealentiencryption in the public-key setting (e.g., [8], [19]-[22%evV-
(corresponding to a data owner’s access control policy) caral variants (e.g., [23]-[26]) have been proposed to stippo
(i) search over the data owner’s outsourced encrypted datamplex search operations. Moreover, searchable enoryipti

(i) outsource the search operations to the cloud, and (ithe multi-users setting has been investigated as well [22],
verify whether or not the cloud has faithfully executed thevhere the data owner can enforce an access control policy
search operations. We formally define the security propertiby distributing some (stateful) secret keys to the autleariz



users. However, all these solutions do not solve the prolalem security parametef, where “advantage” is defined as

study, because (i) some of these solutions require inferect N

between the data users and the data owners (or a trusted IPriAg, foho J7 9" R )=1]-
. . T T

proxy, such as a trapdoor generation entity [8]) to grant PrlA(g, f,h, [, 9™, Q) = 1]|.

search capabilities, and (ii) all these solutions (excé&sf) Generic Bilinear Group [33]. Let 1, be two random
assume that the server faithfully executed search opesatio encodings of the additive groui’, such thatiy, v are
contrast, our solution allows a data user with proper crealsn injective maps fronZ:* to {0, 1}, 1\)/vherem > 3log(p). Let
to issue search tokens by which the cloud can perform keywqrd_ {Yo(a)|z € Zp}pand Gr = {¢1(x)|z € Z,}. There is
search operations on behalf of the us@thoutrequiring any g, oracle to compute: G x G — Gr. G is referred to as a
interaction with the data owner. Moreover, the data user C8Bneric bilinear group. Lej denotets(1), ¢* denotet(z),
verify whether or not the cloud has faithfully executed thg(g’g) denotey (1), ande(g, g)! denoteyy (y).

keyword search operations. This is true even for the powerfu'pge\dorandom Generator [34] A pseudorandom genera-
technique called_predicgt_e 9r_1cryption [28], [29], whicteslo {5, 77 . {0,1}* — {0,1}™, ¢ < m, is a deterministic algorithm
not offer the desired verifiability. that takes as input afbit seed and generatesnabit string

Verifiable Keyword Search. Recently, verifiable keyword that cannot be distinguished fromsa-bit random string by
search solutions have been proposed in [30]-[32], wher e&8Y Polynormial-time algorithm (irf).
keywprd is represented as a root of some polynomial. It .|§ Bloom Filter for Membership Query
possible to check whether a keyword is present by evaIuatmgA Bloom filter [35] is a data structure for succinctly
the polynomial on the keyword and verifying whether the . . . . . d
; representing a static set, while allowing membership @seri
output is zero or not. However, these approaches work o

. . m-bit Bloom filter is an array ofm bits, which are all
when keywords are sent in plaintext to the cloud, and are nat.._.. . , .
. intialized as 0. It useg independent universal hash functions
suitable for our purpose because the cloud should not le ;o
anything about the keywords. It is worth mentioning that tha "+ with the same rangg0, ...,m — 1}. For each
ything ab y : i 1ing Eementw ¢ § = {wy,...,w,}, the bits corresponding
secure verifiable keyword search in the symmetric-keyrsptti ) : :
. : . ) to H’(w) are set to 1, wherd < j < k. To determine
[18] can beinsecurein the public-key setting because the 7
. . . . . whetherw belongs toS or not, once can check whether
attacker can infer keywords in question viad@filine keyword

. L . L . all of the bits corresponding td7}(w) equal to 1, where
gg:gj\;grgdgtack (in lieu of the off-line dictionary attagaast 1 < j < k If not, it is certain thatw ¢ S; otherwise,

w € S with a high probability (i.e., there is a non-zero false-
Paper Organization: Section Il reviews some cryptographidositive rate). Suppose the hash functions are perfecttyaim
preliminaries. Section Ill defineABKS and its security and n elements are hashed into ra-bit Bloom filter, the
properties, present&P-ABKS and CP-ABKS schemes and false-positive rate ig1 — (1 — L)km)k ~ (1 — ekn/m)k,
analyzes their security properties. Section IV defina8KkS Note thatk = (In2)m/n hash functions lead to the minimal
and its security properties, presents WeBKS construction false-positive raté0.6185)™/". A m-bit Bloom filter has two
and analyzes its security. Section V evaluates the perfocmaassociated algorithms:
of the ABKS and VABKS schemes. Section VI concludes the « BF < BFGen({H{,...,H.},{w1,...,w,}): This algo-
paper. rithm generates an-bit Bloom filter by hashing a data
setS ={wi,...,w,} with {H{,... , H.}.
Il. PRELIMINARIES e {0,1} « BFVerify({H],..., H.},BF,w): This algo-

Let a < S denote selecting an elemeatfrom a setS rithm returns 1 ifw € 5, and 0 otherwise.

uniformly at random|| denote the concatenation operation an@d, Access Trees for Representing Access Control Policies
string(S) denote the concatenation of elementsSobrdered
by their hash values. Let! = {aty,...,at,} be a set of
attributes that are used to specify access control policies

Access trees can represent access control policies [2h In a
access tree, a leaf is associated with an attribute and &n inn
node represents a threshold gate. heth, be the number of
children of nodev, and label the children from the left to the
rightasl, ..., num,. Letk,, 1 < k, < num,, be the threshold

Let p be an/-bit prime, andG, G'r be cyclic groups of yalue associated with node wherek, = 1 represents the OR
prime orderp with generatorsy, g1, respectively. Lete be gate andk, = num, represents the AND gate. Lebrent(v)

a bilinear map:e : G x G — Gy satisfying: (i) Va,b <~ denote the parent of node ind(v) denote the label of node
Ly, e(g%, ") = e(g,9)™, (ii) e(g,9) # 1, and (iii) e can be 4 att(v) denote the attribute associated to leaf nodes(T)
computed efficiently. denote the set of leaves of access ffeeand T, denote the

Decisional Linear Assumption (DL). Given (g, f, h, /™, subtree ofT rooted at node (€.9., Troot = T).

9", Q) whereg, f,h,Q < G, r1,r2 < Zp, this assumption | et F(Atts,T,) = 1 indicate that an attribute seftts
says that any probabilistic polynomial-time algoritbdican  satisfies the access control policy represented by subtree
determineQ Z pritr2 at most with a negligible advantage inwhere F'(Atts, T,,) can be evaluated iteratively as follows:

A. Cryptographic Assumption



« Inthe case is a leaf: Ifatt(v) € Atts, setF'(Atts, T,) =
1; otherwise, sef’(Atts, T,,) = 0.

« Inthe case is aninner node with childrem, . . ., vaym, :
If there exists a subsétC {1,...,num,} suchthat7| >
k, andV j € I, F(Atts, T,,) = 1, setF(Atts, T,) = 1,
otherwise, set'(Atts, T,,) = 0.

ABKS) where the cryptographic credentials are associated to
the access control policy, andP-ABKS (ciphertext-policy
ABKS) where the ciphertext is associated to the access control
policy. To unify the presentation, lefz,. denote the input
to encryption functionEnc and Ikeycen denote the input to
key generation functiorKeyGen. For CP-ABKS, g, and

Given an access tred, we denote the algorithm for /keyen are respectively the access tree and the attribute set; for

distributing a secret according toT by:
{qv(0)]v € Ivs(T)} < Share(T, s).

This algorithm generates a polynomial of degreek, — 1
for each nodev in a top-down fashion (for each leaf nod
ky, = 1):

o If v is the root of T (i.e., v = root), setq,(0) = s and
randomly pickk, — 1 coefficients for polynomiai,.

o If vis aleaf of T, setq,(0) = gparent(v)(ind(v)).

o If v is an inner node (but not the root), sei(0) =
parent(v) (ind(v)) and randomly select, — 1 coefficients
for polynomialg,.

When the algorithm halts, each leafis associated with a
value ¢, (0), which is the secret share efat nodev.

Given an access tred and a set of values{E,,,
.. B, 1}, where uy, ..., u, are the leaves OfT,
F({att(wr),...,att(un)}, T) = 1, B, e(g, ) ©
for 1 < j < m, gh € G, e is a bilinear map, and
qu, (0),...,qu,, (0) are secret shares efaccording toT, the
algorithm for reconstructing(g, h)* is denoted by

By}

This algorithm executes the following steps with respect
nodewv in a bottom-top fashion according b
o If F({att(uy),...,att(um)}, Ty) =0, then set, = L.
o If F({att(u1),...,att(umn)}, T,) = 1, then execute the
following:

— If vis aleaf, sed, = B, (0) = e(g,h)™ *) where
v = u; for somej.

— If v is an inner node (including the root), fars
children nodes{vy,- -
of indices S such that|S| = k,, j € S, and
F({att(u1),...,att(um)}, Ty;) = 1. Set

Ay
B, =[] By, = [J(e(g,h)5 D)2 = e(g, h)?

JjES JjES

e(g,h)® < Combine(T,{E,,, ..

whereA,; = [Tjcg.,; 75
When the algorithm halts, the root df is associated with
Eroor = e(g, h)qmt(o) = e(g, h)s

[1l. ATTRIBUTE-BASED KEYWORD SEARCH (ABKS)

[S)

, Unum, }, there exists a set

KP-ABKS, Ienc and Ikeycen are respectively the attribute set
and the access tree. L&(IkeyGen, [Enc) = 1 denotelkeyGen
satisfies/gn. in CP-ABKS and Ign. satisfieslkeygen in KP-
ABKS.

A. Definition and Security

The model of ABKS is: A data owner outsources its
encrypted keywords to the cloud, a data user generateshsearc
tokens according to some keywords, and the cloud, who
receives search tokens from the user, conducts the search
operations over outsourced encrypted keywords.

Definition 1: ABKS consists of the following algorithms:

o (mk,pm) < Setup(1*): This algorithm initializes the
public parametepm and generates a master ke.

o sk < KeyGen(mk, Ikeycen): This algorithm outputs cre-
dentialsk for a user according t@geycen-

e cph + Enc(w, Ienc): This algorithm encrypts keyword

to obtain ciphertextph.

o tk «+ TokenGen(sk, w): This algorithm allows a data user

to generate a search tokek according to its credential

sk and keyworduw.

e {0,1} < Search(cph, tk): This algorithm returns 1 if (i)

F(IkeyGen; Ienc) = 1 and (i) ciphertextph and tokentk

correspond to the same keyword , and return O otherwise.

An ABKS scheme is correct if the following holds: Given
(mk,pm) < Setup(1%), sk « KeyGen(mk, IxeyGen) and
F(IkeyGen; Ienc) = 1, cph < Enc(w,Ignc) and tk <«
TokenGen(sk, w), Search(cph, tk) always returns 1.

The adversary model again&BKS is the following: data
owners and authorized data users are trusted, but the doud i
trusted but curiougi.e., executing the protocol honestly but
attempting to infer private information as well). Intuitly,
security means that the cloud learn nothing beyond the lsearc
results. Specifically, given a probabilistic polynomiehe

to

,(0)adversaryAd (modeling the cloud), aABKS scheme is secure

if the following holds

« Selective security against chosen-keyword attédkhout
being given any matching search toke#,cannot infer
any information about the plaintext keyword of a keyword
ciphertext in the selective security model, whetenust
determinelg,. it intends to attack before the system is
boostrapped [36]. We formalize this security property via

This new primitive allows a data owner to specify a policy  the selective chosen-keyword attack game .
for controlling the keyword search operations over its out- « Keyword secrecyln the public-key setting, it is impos-
soured encrypted data. That is, a data user who possessessible to protect the search tokens (aka. predicate privacy
attributes that satisfy the data owner’'s policy can conduct [37]) against th&keyword guessing attackhis is because
keyword search over the oursourced encrypted data. This A can encrypt a keyword of its choice and check whether
primitive naturally has two variantsXP-ABKS (key-policy the resulting keyword ciphertext and the target token



correspond to the same keyword, which is caused by theph, tk) to .A. We require that/IxeyGen € LkeyGen:

use of “deterministic encryption.” Therefore, we use & (IkeyGen, Ig ) = 0.

weaker security notion callekeyword secregyassuring Guess After guessingq distinct keywords, A outputs a
that the probability.4 learning the keyword from the keywordw’, and wins the game i’ = w.

keyword ciphertext and search tokens is negligibly more Definition 3: An ABKS scheme achievekeyword secrecy
than the probability of correct random keyword guess. We the probability that.A wins the keyword secrecy game is
formalize this security property via the keyword secrecst mostﬁ + ¢, where M is the keyword spacey is the
game. number of distinct keywords that the adversary has atteanpte

Selectively Chosen-Keyword Attack (SCKA) Game: ande is a negligible in security parametér
Setup: A selects a non-trivial challengg, . (a trivial chal- B. Construction

lenge ;. is one that can be satisfied by any data user who

does not have any credential), and gives it fo the challengg;he basic idea underlying the construction is the following
Then the challenger runSetup(1%) to generate the public ch keyword ciphertext and each search token has two parts,

parametepm and the master kepk one is asspciated to the keyword and the other is ass_ociated
7 .. to the attributes (or access control policy). If the atttésu
Phase .1:“4 can query the following oracles for p0|yno_m'a"ysatisfy the access control policy, one can determine whethe
many fum_e_s_, and the challenger keeps a keyword ligt, the search token and keyword ciphertext correspond to the
which is initially empty. same keyword or not. Consid&P-ABKS as an example. Let
o OkeyGen(IkeyGen): If F(IkeyGen, I§,.) = 1, then abort; H, : {0,1}* — G be a hash function modeled as random
otherwise, the challenger returns td credentialsk oracle andH, : {0,1}* — Z, be an one-way hash function.
corresponding tQkeyGen- A data user’s credentials are generated by letting- Z,,
o OTokenGen (IkeyGen, w) : The challenger generates credend, = ¢ () [, (att(v))!, B, = ¢* for each leafv, whereg
tial sk with Ixeycen, and returns tad a search tokenk is a generator of7, ¢,(0) is the share of secret: for leaf v
by running algorithmTokenGen with inputssk andw. If  according to access trde The keyword ciphertext and search
F(IkeyGen, Ig,.) = 1, the challenger adds to Ly.,. token are generated as follows:

Challenge phase:A chooses two keywords, andw,, where « Keywordw is encrypted into two parts: one is to “blend”

wo, w1 ¢ Liy. The challenger selects «+ {0,1}, computes
cph®™ < Enc(wy, I, ), and deliversph® to A. Note that the
requirement ofwg,wy € Ly, iS to preventA from trivially

w with randomnessr,r2 « Z, by letting W’ =
g, W o= galntra) gbHa(wirs gnd W, = g™ where
g% g%, g¢ € G are public keys, and the other is associated

guessing\ with tokens fromO-rokengen- to attribute setAtts by letting W; = H;(at;)" for each
Phase 2:A continues to query the oracles as in Phase 1. The at; € Atts. The two parts are tied together via.
restriction is that IxeyGen, wo) and(Ikeycen, w1) cannot be the o Given a set of credentials, a search token for keyword
input t0 OtokenGen if F'(IkeyGens Igne) = 1. w is generated with two parts: one is associated tas
Guess:.A outputs a bit\’, and wins the game i’ = . toky = (g%¢g"">("))* andtoky, = g for somes « 7,
Let [Pr[A = \'] — 1| be the advantage ofl winning the and the other is associated to the credentials by letting
aboveSCKA game. Thus, we have A, = A}, B, = Bj for eachv € Ivs(T). The two parts
Definition 2: An ABKS scheme isselectively secure against ~ are tied together via randomness
chosen-keyword attadk the advantage of anyl winning the If the attribute sefAtts satisfies the access trée the cloud
SCKA game is negligible in security parameter can used;,, B;, andWWy, W; to recovere(g, g)*“"2*, which can
Keyword Secrecy Game: be used to test the keyword equality as elaborated below.

Setup The challenger runSetup(1¢) to generate the public 1) KP-ABKS Construction and Security Analysi&et ¢ be
parametepm and the master kemk. the primary security parameter. It consists of the follayin
Phase 1 A can query the following oracles for polynomiallyalgorithms.

many times: Setup(1¢): Select a bilinear map: G x G — G, whereG
and G are cyclic groups of ordes, which is ané-bit prime.
Let H, : {0,1}* — G be a hash function modeled as random
oracle andH, : {0,1}* — Z, be an one-way hash function,
ns_elec:ta, b,c <+ Z, andg + G, and set

pm = (H13H27evgvpagaagbvgca G, GT)v mk = (a,b,c).

o OkeyGen(Ikeycen): The challenger returns td credential
sk corresponding tQ/keyGen. It adds Ikeygen tO the list
Leycen, Which is initially empty.

o OTokenGen (IkeyGen, w): The challenger generates crede
tial sk with Ikeygen, @and returns tad a search tokenmk
by running algorithmTokenGen with input sk and w.

Challenge phase A chooses a non-trivial,. and gives
it to the challenger. The challenger seleets from the
message space uniformly at random and selégfg,., such
that F(Ig. cens Ignc) = 1. The challenger runsph <«
Enc(w*, I{,.) and tk < TokenGen(sk,w*) and delivers

KeyGen(mk, T): ExecuteShare(T, ac) to obtain secret share
qv(0) of ac for each leavev € Ivs(T) on access tred.
For each leafv e Ivs(T), pick ¢ « Z,, and compute
A, = g O H,(att(v))! and B, = ¢'. Set

sk = (T, {(Ay, Bo)lv € vs(T)}).



Enc(w, Atts): Selectry, ry «+ Z,, and computél’’ = ¢°",
W = gelritra)gbHa(wirs and Wy = g7, For eachat; € Atts,
computelW; = H;(at;)™. Set

cph = (Atts, W', W, Wy, {W;at; € Atts}).

TokenGen(sk,w): Selects <« Z,, and computeA,,
As, Bl Bj for eachv € Ivs(T). Compute tok,
(g%g"H2(w))s andtoky = g°°. Set

tk = (toky, toks, T, {(A!, B.)|v € Ivs(T)})

Search(tk, cph): Given attribute settts specified incph,
select an attribute se$ satisfying the access treé spec-

ified in tk. If S does not exist, return 0; otherwise, fo

eachat; € S, computeE, = e(A,, Wy)/e(B,,W;)
e(g, 9)*2% ) where att(v) = at; for v € Ivs(T). Com-
pute e(g, g)*"2%(0) « Combine(T, {E,|att(v) € S}) so
that Eoot = e(g,9)%™. Return 1 if e(W’, toky)Eroot =
e(W, toks), and O otherwise.

The scheme is correct because

e(W’,tok1) Broot (g™, (gg"™2())*) Eroor

6(9 g)acs(r1+r2)e(g g)bcng(w)rl
e(ga(r1+7“2)ng2 (w)ry , gcs)

e(9,9)

€(W, tOkQ)

acs(r1+r2)e( besHa (w)ry

9,9)

r

TokenGen(sk, w): Selects <+ Z,, and computetok; =
(g°g"H=(")* toky = g° andtoks = A° = g(@s=79)/%_ For
eachat; € Atts, computeA’; = A% and B = B}. Set

tk = (Atts, toky, tokg, toks, { (A}, B})|at; € Atts}).

Search(tk,cph): Given attribute setAtts as specified in
tk, select an attribute set that satisfies the access trée
specified incph. If S does not exist, return 0; otherwise,
for eachat; € S, computeE, = e(A), W,)/e(B},D,) =
e(g,9)"*® () where att(v) = at; for v € Ivs(T). Com-
pute e(g, g) =9 < Combine(T, {E,latt(v) € S})
and FE,oot e(g,9)™™. Return 1 if e(Wy,toks)
e(W, toky ) Ereore(toks, W), and O otherwise.

Correctness of the scheme can be verified similarly to that of
KP-ABKS. Security of the scheme is assured by the following
theorems, The proof of the former one is deferred to Appendix
C, and the proof of the latter one is omitted because it islaimi
to that of Theorem 2.

Theorem 3:Given the one-way hash functiafisy, the CP-
ABKS scheme isselectively secure against chosen-keyword
attackin the generic bilinear group model [33].

Theorem 4:Given the one-way hash functiafis, the CP-
ABKS scheme achievaseyword secrecin the random oracle
model.

The scheme is secure because of the following theorems,
whose proofs are given in Appendix A and Appendix B,IV. VERIFIABLE ATTRIBUTE-BASED KEYWORD SEARCH

respectively.

Theorem 1:Given the DL assumption and one-way hasgx

function H,, the KP-ABKS scheme isselectively secure
against chosen-keyword attagk the random oracle model.

Theorem 2:Given the one-way hash functiail,, the KP-
ABKS scheme achievaseyword secrecin the random oracle
model.

2) CP-ABKS Construction and Security Analysiset ¢ be

In the model ofABKS, the party (e.g., cloud) is assumed to
ecute the search operation faithfully (despite that tueyp
may attempt to infer useful information about the keywords)
VABKS achieves the goal oABKS despite that the party
executing the search operation may be malicious.

A. Model
We consider the system model illustrated in Figure 1,

the primary security parameter. It consists of the follawinwhich involves four parties: a data owner, who outsources

algorithms.
Setup(1¢): Select a bilinear group : G x G — G, where
G and Gt are cyclic groups of ordep, which is an/-bit

its encrypted data as well as encrypted keyword-index to
the cloud; a cloud, which provides storage services and can
conduct keyword search operations on behalf of the datauser

prime. LetH; : {0,1}* — G be a hash function modeled asy data user, who is to retrieve the data owner’s encryptesl dat
random oracle andd; : {0,1}* — Z, be an one-way hash according to some keyword (i.e., keyword search); a trusted

function, selectu, b, c - Z, andg < G, and set
pm = (Hla H27 €, 9,D; ga’ gbv gc’ G, GT)v mk = (CL, bv C)-

KeyGen(mk, Atts): Selectr < Z,, computed = g(@=7)/?,
For eachat; € Atts, selectr; < Z, and computesd; =
g " Hy (atj)”' andBj =g"i. Set

sk = (Atts, A, {(A;, Bj)|at; € Atts}).

Enc(w, T): Selectry,ry « Z,, and computdV = g,
Wy = glrtr2) gbHa(w)ri gnd W' = ¢, Compute secret
shares ofr, for each leave of access tréeas {¢,(0)|v €

Ivs(T)} < Share(T, r2). For eachv € Ivs(T), computelV,, =
¢ and D, = H, (att(v))q“(o). Set

cph = (T, W, Wy, W' {(W,, D,)|v € lvs(T)}).

authority, which issues credentials to the data ownersguse
The credentials are sent over authenticated private clanne
(which can be achieved through another layer of mechanisms)

Keywords Data files

______

I
ata owner

¢

——r

. Search Token for Keyword X
Trusted authority ~~
(issuing credentials

for all cloud users) Datauser (W/ or W/o credentials

satisfying data owner’s access control policies)

Search result & proof

Cloud

Fig. 1. VABKS system model, where keywordX,Y and V,W may
correspond to different access control policies.



The data owners are naturally trusted. Both authorized ands Selective security against chosen-keyword attedkhout
unauthorized data users are semi-trusted, meaning that the seeing corresponding search tokerdscannot infer any
may try to infer some sensitive information of interest. The information about the keyword from the keyword cipher-
cloud isnottrusted as it may manipulate the search operations, text. This property is extended from tkelective security
which already implies that the cloud may manipulate the against chosen-keyword attack ABKS.
outsourced encrypted data. « Keyword secrecyGiven encrypted data files, the probabil-

N ity that A learn the plaintext keyword from the keyword
B. Definition ; .
] ciphertext as well as the search tokens is no more than

Let FS = {F4,...,F,} be a set of data files. Le&KG;,,

that of a random guess. This property is extended from
1 <j <1, be a set of keywords (also called “keyword group”) e keyword secrecpf ABKS.

that are encrypted with the same access control policy, (i.e.
access tree). LG = {KG, ..., KG,;}. For each keyword,

let MP(w) be the set of identifiers identifying data files that  \ye formalize this security property via the following
contain keywordw. Let MP = {MP(w)|w € U._,KG;}. Let verifiability game.

D = (KG, MP, FS) denote keyword-index and the data files.

) . " Verifiability Game:
Definition 4: A VABKS scheme consists of the followin
s ! ! gSetup The challenger rungpm, mk) <« Init(1¢). A selects

algorithms:
. . . . D = (KG,MP,FS),{Ign.}; and {If,.}» and sends them
£ - ’ ’ ’ Enc
o (mk, pm) « Init(1%): This algorithm is run by the trustedtO the challenger. The challenger run&u, Index, Depp)

authority to initialize the system. . , .
o sk « KeyGen(mk, Ikeygen): This algorithm is run by E)ulflndex({IE"C}l’{IE“C}"’D)' and gives(Au, Index, Depn)

the trusted authority to issue credentials for data

Verifiability: If .4 returns an incorrect search result, it can
be detected by the user with an overwhelming probability.

Phase 1:A4 can query the following oracles for polynomially

users/owners. manv imes

e (Au,Index,Depn) < Buildindex({Zgnc}i, {Ig, }n, D): y ' .
This algorithm is run by a data owner to encrypt= ¢ OkeyGen(IkeyGen): The challenger returns td credential
(KG,MP, FS) to data ciphertexDc, index ciphertext sk corresponding tdkeyGen-

Index and auxiliary informatiorAu, where{Ig,.}; isthe  * OTokenen (IkeyGen, w): The challenger generates creden-

set of access control policies respectively for encrypting  tidl sk With Jieycen, @nd returns to4 a search tokemk
the I keyword groupskG, ,...,KG, and {I., }, is the by running algorithmTokenGen with inputssk andw.

set of access control policies respectively for encrypting® Overify (IkeyGen, w; tk, rslt, proof): The challenger gener-
the n data filesFS;,...,FS, (It may happen that the ates credentiak with /ke,cen, returnsy to .4 by running

access control policies for keywords and their respective 7 < Verify(sk, w, tk, rslt, proof).

data files are different). Challenge phase:A selects a non-trivial challengg, . and a

o tk + TokenGen(sk,w): This algorithm is run by an keywordw* and gives them to the challenger. The challenger
authorized data user to generate a search takefor —selects I, ., such thatF'(Ig, ce., [¢,.) = 1, generates
keyword w. credentialsk™ with I, .., and returns tad a search token

o (proof,rslt) <+ Searchindex(Au, Index, Depn, tk): This tk™ by runningtk™ «— TokenGen(sk, w*).
algorithm is run by the cloud to conduct the searcGuess: A outputs(rsit®, proof”) to the challenger. We say
operations over encrypted indéxdex on behalf of a data wins the game ifl < Verify(sk™, w*, tk™, rslt™, proof™) and
user. It outputs the search resulit and a proofproof.  rslt™ # rslt, where(rslt, proof) is produced by the challenger
e {0,1} <« Verify(sk,w, tk, rslt, proof): This algorithm is by runningSearchindex(Au, Index, tk™).
run by the data user to verify thatslt, proof) is valid Definition 5:A VABKS scheme is verifiable if the advantage
with respect to search tokek. that any.A wins the verifiability game is negligible in security
A VABKS scheme is correct if the following holds:parameter.
given (mk,pm) <« Init(1%), sk + KeyGen(mk, IxeyGen),

(Au, Index, Dph) «— Buildindex({Ignc }i, {IEncbn, D), th C. Construction

TokenGen(sk,w) and (proof, rslt) <— Searchindex(Au, Index, A trivial solution for achieving verifiability is that a data
Deph, tk), Verify(sk, w, tk, rslt, proof) always returns 1. user downloads the keyword ciphertexts and conduct the
Informally, security of VABKS is defined as the following search operations locally. This solution incurs prohieiti
four requirements, where the cloud is the adversary communication and computational overhead. As highlighted

« Data secrecy Given encrypted keywords and Searcffﬂ Figure 2, we instead let a data user outsource the key'
tokenS’A still cannot learn any information (|n a Compu_Word search Operation to the CIOUd, and then Verify that the
tational sense) about the encrypted data files. This defloud faithfully performed the keyword search operatiorrist
nition can be formalized by the chosen-plaintext securi?Pec'f'CG‘”)” the data owner uses the signatures and bloom
game, where two challeng& = (KG, MP, FS,),D; = filters as follows:

(KG, MP, FS;) correspond to the santeG and MP, and o A keyword signatureis generated for each keyword
[FSo| = |FS1]. ciphertext and its associated data ciphertexts. It is used



1: Encrypt keywords and data files, and generate keyword Keywordsencrypted with
signature (e.g., ox,oy) for each keyword ciphertext and its access control policy 1
associated data ciphertexts.
2: Generate a bloom filter for each keyword group, encrypt a
random number that s used for masking the bloom filter, and

RFL generatea bloom filter signature (e.g., Osr1) for the masked bloom

hF2 filter (e.g. BF'1) and the random number ciphertext (e.g., Cphert ).
hF3

m|m
wro

3: For each keyword group, generate a local signature (e.g., 01)
for all keyword ciphertexts.

4: Generate a global signature (e.g., o) for all random number
ciphertexts.

€

Keywordsencrypted with
access control policy 2

Fig. 2. Basic idea for achieving verifiability, where dateedilt's, F», I3 were encrypted tacphg, , cphg,, cphg,, keywords X, Y were encrypted to
cph y, cphy with access control policy 1, and keywordls W were encrypted taph,, cphy,, with access control policy 2. Given a search tokén for
keyword groupi, the cloud providego, CphBFi) as the proof when it finds keyword ciphertexih,, that matchesk, and (CphBFiv BF, ogr,) otherwise.

for preventing the cloud from returning incorrect datas low as possible by choosing appropriatend# (i.e., upon

ciphertexts as the search result. one search request, the “wasted” bandwidth communication
o For each keyword group, one bloom filter is built fromand computational cost are proportional to this falsetp@si

its keywords. This allows a data user to check that thrate). For example, in our experiment we set the false-pesit

searched keyword was indeed not in the keyword grouate to bed.5 x 10~°.

when the cloud returns a null search resuwltithout ) )

downloading all keyword ciphertexts from the cloud. AP- Security Analysis

random number is selected and encrypted with the sameSecurity of the VABKS scheme can be proven as the

access control policy as keywords. The random numb@ilowing theorems, whose proofs are deferred to Appendix

masks the bloom filter for preserving keyword privacy. .

bloom filter signaturas generated for the masked bloom Theorem 5:f ABE andSE are secure against the chosen-

filter and the random number ciphertext for assuring thgiaintext attack, th& ABKS scheme achieves tliata secrecy

integrity. _ _ o Theorem 6:If ABE is secure against chosen-plaintext at-
. A global signaturds obtained by signing random ”Umb?'iack, H is a secure pseudorandom generator ARKS is
ciphertexts of all groups. It allows a data user to verifyg|ectively secure against chosen keyword attack\Vi@KS

the integrity of the random number ciphertexts. scheme isselectively secure against chosen-keyword attack
o A local signatureis generated for all keyword ciphertexts

within the same keyword groufG;. This signature
allows the user to validate the integrity of keywor
ciphertexts within the keyword group.

Theorem 7if ABE is secure against chosen-plaintext attack,
cf{ is a secure pseudorandom generator ARKS achieves

eyword secrecy, th& ABKS scheme achievekeyword se-
crecy.

Figure 3 describes th&/ABKS scheme, which uses a Theorem 8:If Sig is a secure signature, théABKS con-
signature schemé&ig = (KeyGen, Sign, Verify), a symmet- stryction achieves theerifiability.
ric encryption schem&E = (KeyGen, Enc, Dec), an ABE
schemeABE = (Setup, KeyGen, Enc, Dec), where the latter V. PERFORMANCEEVALUATION
two encryption schemes are used to encrypt data files. Theye evaluate the efficiency of teBKS schemes in terms
VABKS scheme is built on top of aABKS schemeABKS = of photh asymptotic complexity and actual execution time,
(Setup, KeyGen, Enc, TokenGen, Search), which encrypts the and the efficiency of th&/ABKS scheme in terms of actual
keywords. Note thaABE and ABKS can be their ciphertext- execution time. We do not consider the asymptotic compfexit
policy variant or their key-policy variant, but for the sameyf VABKS because it uses multiple building-blocks (e.g.,
type. This leads to two variants MABKS. signing andABE schemes) that can be instantiated with any

Note that in theVerify algorithm of Figure 3, when an secure solutions. Asymptotic complexity is measured imger
authorized data user verifies a null search result for kegwonf four kinds of operations:H; denotes the operation of
group {cph,,|w € KG;}, where the user searches keywordhapping a bit-string to an element ¢, Pair denotes the
w’, it can happen that < BFVerify({H1, ..., H}.},BF;,w’) pairing operationt denotes the exponentiation operatiortin
due to the false-positive of the Bloom filter. To validate thandE; denotes the exponentiation operatiorGin. We ignore
search result in this case, tierify algorithm has to download multiplication and hash operations (other thah) because
{cph,, |w € KG;}, and checks the keyword ciphertexts one bthey are much more efficient than the above operations [38].
one. We stress that this does not incur significant commeunicaWe implementedABKS and VABKS in JAVA, while using
tion cost on average because we can set the false-positére the Java Pairing Based Cryptography library (jPBC) [38].



Init(1%): Given security parametef, the attribute authority choosds universal hash functiongf;, ..., H;, which are
used to construct au-bit Bloom filter. Let H : {0,1}* — {0,1}™ be a secure pseudorandom generairbe a secure

symmetric encryption schem@&BE be a securdBE scheme andBKS be a securdBKS scheme. This algorithm executes
(ABE.pm, ABE.mk) <« ABE.Setup(1¢) and (ABKS.pm, ABKS.mk) + ABKS.Setup(1?). It sets the public parameter as

pm = (ABE.pm, ABKS.pm, H{, ..., H;) andmk = (ABE.mk, ABKS.mk).
KeyGen(mk, Ikeygen): The attribute authority runsABE.sk < ABE.KeyGen(ABE.mk, Ixeycen) and ABKS.sk «

ABKS.KeyGen(ABKS.mk, IkeyGen ), S€tSsk = (ABE.sk, ABKS.sk), and sendsk to a data owner/user over an authenticated

private channel.

BuildIndex({Zenc }1, { /£, }n, D): The data owner runéSig.sk, Sig.pk) < Sig.KeyGen(1¢), keepsSig.sk private and makes
Sig.pk public. GivenD = (KG = {KG,...,KG;},MP = {MP(w)|lw € U._,KG;},FS = {Fy,...,F,}), the data owner
executes as follows:

1) Encrypt each data file with hybrid encryptiovif; € FS, generate ciphertexIphFj = (Cphskj,cphSEj) by running
SE.sk; + SE.KeyGen(1%), cphsg, <= SE.Enc(SE.sk;, F;), andcphg, < ABE.Enc(Ig,;, SE.sk;).

2) Encrypt each keyword and generate keyword signatureerGKG;,1 < ¢ < [, for eachw € KG;,
run cph,, <+ ABKS.Enc(Ign,,w), set MP(cph,) = {IDcphFj|IDFj € MP(w)}, and generates,, <
Sig.Sign(Sig.sk,cphw||string({cph,:j||DcphFj € MP(cph,,)})), wherelDg, andIDcphFj are identifiers for identifying
data file F; and data ciphertextphg , respectively.

3) Generate a bloom filter, a bloom filter signature and a losighature for each groupXG;: Let BF; «

BFGen({Hj,..., H}},KG;), cphgg, < ABE.Enc(/g,,M) for some randomly choseM from the message

space of ABE, computeBF; = H(M)@BF; and generatergr, < Sig.Sign(Sig.sk, BF'||cphgg,). Let oy <
Sig.Sign(Sig.sk, string({cph,, |w € KG;})) .
4) Generate the global signature: Set= Sig.Sign(Sig.sk, cphgg || . . . ||cphgg, ).
5) Let Au = (0,01,...,01,cphgg,,-..,cPhgg,, 08F,, ..., 08F, {ow|lw € U_KG;}), Index = ({cph,|w €
Ui, KG;}, {MP(cph,,)|w € U;_,KG;}) and Deph = ({cphg, [F; € FS}).
TokenGen(sk, w): Given credentialsk, a data user generates search token- ABKS.TokenGen(ABKS.sk, w).
Searchindex(Au, Index, Deph, tk): Let rslt be an empty set angtoof = (o) initially. The cloud enumeratds], = {cph,,|w €
KG;},1 <i <, which are the keyword ciphertexts with respect to the saotcess control policy.
« Foreachcph,, € [],, it runsy < ABKS.Search(cph,,, tk). If v = 0, it continues to process the next keyword ciphert
in [],; otherwise, it adds the tuplgph,,,, {cphFj|IDcphFj € MP(cph,,)}) to rslt and (o, cphgg,) to proof.
« If there exist noy = 1 after processing altph,, in [],, then its add$BF;, cphgf , ogF,) to proof.

Verify(sk, w, tk, proof, rslt): The data user verifies the search result from the cloud sl

1) Verify the integrity of the random number ciphertextst be= Sig.Verify(Sig.pk, o, cphgg || . . . [|cphgg, ). If v =0,
then return 0; otherwise, continue to execute the following

2) Fori=1,...,1, it executes as follows to verify that the cloud indeed nedar the correct result for each keywo
groupi:

Case 1:If (cphw,{cphFj|IDcphFj € MP(cph,,)}) € rslt, meaning there exists the keyword ciphertegh,,,, which
corresponds to the same access control policy as what isfisgelby cphge., having the same keyword specifig
by tk, then it runsy < ABKS.Search(cph,,,tk) and " « Sig.Verify(Sig.pk, 0w, cph,||string({cph, [IDcpn, €
MP(cph,,)})) to verify whether or notph,, matchestk and all the associated data ciphertexts are returned by
cloud. If eithery = 0 or 4’ = 0, then return 0, otherwise, continue te= 7 + 1.

Case 2:If (BF},cphge,,08F,) € proof meaning that there is no matching keyword ciphertext, theroitinues to
verify the integrity of the masked Bloom filter by running < Sig.Verify(Sig.pk, ogr,, BFi||cphge, ). If 7/ = 0, return
0; otherwise, execute the following:

. If the data user is authorized, compute < ABE.Dec(ABE.sk, cphgg,), BF; = H(M) ® BF;. Executed «
BFVerify({H1, ..., H},},BF;,w) to check whethew or not is present in the keyword group as represented
BF;.

— If § = 0, meaning thatv is not present in the keyword group as representeBby then continue té = i+ 1.
— If § = 1, download[], = {cph,|w € KG;} and¢; from the cloud, and rum < Sig.Verify(Sig.pk, o;,
string({cph,,|w € KG;})). If n = 0, return 0; otherwise, rum < ABKS.Search(cph,,,tk) by enumerating

cph,, in cph,|w € KG;}. If there exists some = 1 after processing aliph,, (meaning that there exists some

cph,, that matchesk), return O; otherwise, continue to= i + 1.
« If the data user is unauthorized, then it continues o7 + 1 becausephgg. cannot be decrypted.
Case 3if none of the above two cases happens, return 0.

ext

rd

2d

the

by

3) Return 1 if all tuples in the search result have been vdrifimd O otherwise.

Fig. 3. VABKS construction



In our implementation, the bilinear map is instantiated &. Efficiency ofVABKS with Real Data

Type A pairing ¢ = 512), which offers a level of security To demonstrate the feasibilit - :
. . y ofABKS in practice, we
equivalent to 1024-bit DLOG [38]. For botP-VABKS and evaluated it with real data, which consists of 2,019 distinc

KPX/ésBléSé(\éve inztat?tiatgd the symrrr:etric en%ryggzn SC“‘?d ywords extracted from 670 PDF documents (papers) from
zs . » an t e_agr;\ature scheme wit Providgle Acm Digital Library with a total size of 778.1MB. We
y JDK1.6. We instantiatedBKS, ABE as CP-ABKS, CP- setk — 98 and m — 10KB for Bloom filter so that

ABE [3] for CP-ABKS, and KP-ABKS, KP-ABE [2] for m _ 10%8+1024 . 40 and the false-positive rate is around

KP-VABKS, respectively. Finally, we set the example acce§§5; 10*28.19We vary the access control policy ranging from
control policy as 4t; AND ... AND aty.”

1 to 50 attributes with step-length 10. In each experimest, w
A. Efficiency ofABKS encrypted all keywords with the same access control policy.

Asymptotic Complexity of the ABKS Schemes.Table | The algorithms run by the data owner and the data users
describes the asymptotic complexities of thBKS schemes. (i.€. Buildindex, TokenGen and Verify) were executed on a
We observe that in thEP-ABKS Scheme, the Comp]exity of client machine with Linux OS, 2.93GHz Intel Core Duo CPU
KeyGen is almost the same as that Bfic. In the KP-ABKS  (E7500), and 2GB RAM. The algorithm run by the cloud (i.e.,
schemeKeyGen is more expensive thanc. In both schemes, Searchindex) was executed on a server machine (a laptop) with

the two Search algorithms incur almost the same cost. Windows 7, Intel i5 2.60GHz CPU, and 8GB RAM.
_ , Figure 4(a) shows the execution time BhildIndex that
lexit tput g
o ReyGen 3 fv".;“ ﬁ%'ﬁl °‘;]"V“|C§|'ZE was run by the data owner. We observe that with the same
’ . kEncG s +;§)E+ SEHl (§V+ 3G attribute/policy complexityCP-VABKS is more costly than
ABKS | —giich 5 J?Q)Ptifir SEr CN T2 that of KP-VABKS when running algorithmBuildindex. Figure
P KeyGen (25 + 2)E + SH; 25 + D|G] 4(b) plots the execution time of the algorithms run by theadat
Enc CN+OE+NH [ (2N +3)[C] user and the cloud. We simulated that algoritBearchindex
ABKS TokenGen (25 +_4)E (25 + 3)[G] . .
Search | (2N & 3)Pair  NEx needs to conduct search operations over 1,010 keywordreiphe
TABLE I texts to find the matched keyword ciphertext. We observe that

ASYMPTOTIC COMPLEXITIES OFCP-ABKS AND KP-ABKS, WHERE S IS h R . fTokenG d Verify i I I
THE NUMBER OF A DATA USER S ATTRIBUTES AND N IS THE NUMBER oF L€ €Xecution time offokenGen and Verify Is really sma

ATTRIBUTES THAT ARE INVOLVED IN A DATA OWNER'S ACCESS coNTRoL  compared with keyword search algorith®earchindex. This
POLICY (I.E., THE NUMBER OF LEAVES IN THE ACCESS TREE again confirms that the data user should outsource keyword
Actual Performance of the ABKS SchemesTo evaluate the search operations to the cloud. Figure 4(c) plots the size
performance of théABKS schemes, we ran the experimentsf index and auxiliary information, including 2,019 keywlor
on a client machine with Linux OS, 2.93GHz Intel Core Duaiphertexts, bloom filters and signatures. We also seeGRat
CPU (E7500), and 2GB RAM. We varied/, the number VABKS consumes around two times more storage space than
of attributes that are involved in the example access cbntiP-VABKS with the same attribute/policy complexity. These
policy, from 1 to 50 with step length 10. We ran eaclhliscrepancies should serve as a factor when deciding whethe
experiment for 10 times to obtain the average execution.time useCP-VABKS or KP-VABKS in practice.

SIN

T 10 20 30 70 50 VI. CONCLUSION
P KeyGen | 0.088 | 0.786 | 1.539 | 2.316 | 3.081 | 3.863 i L
Enc 0.108 | 0.539 | 1.016 | 1.492 | 1.983 | 2.434 We have introduced a novel cryptographic primitive called
TokenGen 0.073 | 0.331 | 0.627 | 0917 | 1.211 | 1.504 e H _
ABKS — - verlflabl_e attribute-based keyword seardbr secure clquq_
- KeyGen | 0.107 | 0.686 | 1.275 | L.O01 | 2525 | 3.151 computing over outsourced encrypted data. This primitive
’ . kEncG g-égg g-gg; (1)-2(7)431 é-ggg i-ggg iégg allows a data owner to control the search of its outsourced
ABKS e T 0I5 05T D oo o0 encrypted data according to an access control policy, vilwe

TABLET authorized data users can outsource the search operations t

EXECUTION TIME (SECOND) OF THE ALGORITHMS IN THEKP -ABKS 40 ¢loyd and force the cloud to faithfully execute the searc
AND CP -ABKS SCHEMES WHERE N IS THE NUMBER OF ATTRIBUTES .
INVOLVED IN THE EXAMPLE ACCESS CONTROL POLICYTHE NUMBER OF (@S @ cheating cloud can be held accountable). Performance

DATA USER' S ATTRIBUTES IS ALSO SET TON, NAMELY S = N IN THE evaluation shows that the new primitive is practical. Oudgt

Table 1l shows the™ exectiion time of the twABKS focused on static data. As such, one interesting open proble

schemes. We observe that for both schemes, the keywétt future research is to accommodate dynamic data.
encryption algorithmEnc (run by the data owner) is moreAcknowledgement Zheng and Xu were supported in part by
expensive than that of the keyword search algori$earch the National Science Foundation under Grant No. 1111925.
(run by the cloud) with the sam&. However, the keyword Ateniese was supported by a Google Faculty Research Award,
encryption algorithm is executed only once for each keyworén IBM Faculty Award, and the PRIN project TENACE.
whereas the keyword search algorithm will be performed as

many times as needed. Furthermore, we advocate that the data REFERENCES
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(i.e., taking advantage of the cloud’s computational reses). EUROCRYPTpp. 457-473, 2005.
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APPENDIXA
PROOF OFTHEOREM 1

Proof 1: We show that if there is a polynomial-time ad-
versary A that wins theSCKA game with advantagg, then
there is a challenger algorithm that solves the DL problem
with advantage:/2. Given a DL instancég, h, f, ™, ¢, Q),
where g, f,h,Q + G and r,r, < Z,, the challenger
simulates thesCKA game as follows.

Setup: The challenger setg® = h and¢¢ = f wherea and
c are unknown, selects < Z, and computeg® = f¢ = g°¢
by implicitly definingb = cd. Let H, be an one-way hash
function andpm = (e, g,p, h, f¢, f) andmk = (d).

A selects an attribute sAtts™ and gives it to the challenger.
The random oracl®y, (at;) is defined as follows:



o If at; has not been queried before, because

. - ’ /_qv(0)
— if at; € Atts*, selects; « Z,, add(at;, o; = 0, 3;) B, = "0 =
to Og,, and returng”; -85
, ) o qv(0) 5+ i Bt
— otherwise, selecty;, 3; « Z,, add (at;, a;, 3;) to Ay = g 7 (f*9%)
iy —4v(0) ,
Opn,, and returnf®i gF. _ fqv(O)(fajgﬁj)lij(fajgﬂj)t
« If at; has been queried before, retrigvg , 5;) from O, = feO(fo gﬁj)t’*ql—(jm
and returnf i g5 ' au(0)

= ¢O g (att(v)
Phase 1:.4 can adaptively query the following oracles for
polynomially-many times and the challenger keeps a keyword
list L., which is empty initially.

by implicitly letting ¢t = ¢ — 29 Note also thatd

o

cannot constructl, and B, without knowinga;, ;.

_ Eventually, the challenger retursis = {(A,, B,)|v € Ivs(T)}
Okeycen(T): A gives an access tre€ to the challenger. If to A

F(Atts™, T) = 1, then the challenger aborts; otherwise, the _
challenger generates attributes as follows. OTokenten (T, w): The challenger run®ie,cen(T) to getsk =
) ] ) (T,{Ay, By|v € Ivs(T)}), computestk < TokenGen(sk, w),
Define the following two procedures to determine the polysng returngk to A. If F(Atts, T) = 1, the challenger adds
nomial for each node of: to the keyword LiStZj,,.
Challenge phase: A chooses two keywordsy and w; of

« PolySatl,, Atts™, A,): Given secret\,, this procedure equal length, such thaty, w; ¢ Ly.,. The challenger outputs
determines the polynomial for each nodeTof rooted at  pp* gs:

v when F'(Atts*, T,)) = 1. It works as follows: Suppose
the threshold value of node is k,, it setsq,(0) = A, » Select « {0, 1}. % o ora\B
. . .  For eachat; € Atts™, setlW; = (¢")"7.
and picksk, — 1 coefficients randomly to fix the poly- S ' iy ~ L NAH s (10y) dWe — or
nomial ¢,. For each child node’ of v, recursively call ~ ° etw’ = fm, W = Q(f") , andWo = g
h h ’ ) o Setcph® = (Atts™, W', W, Wy, {Wj|at; € Atts*}) and
PolySat(,/, Atts™, \,) where\,, = ¢, (Index(v")). N -
AN A X returncph™ to A.
o PolyUnsat(,, Atts™, g**): Given elementg?® € , .
We note that ifQ = A", then cph* is indeed a

where the secred, is unknown, this procedure deter-""* ! -
mines the polynomial for each node @, rooted atv legitimate ciphertext for keywordv,. The reason is that
— fr1 gcn’ W = thdl‘b(w)\) _ QgrlCdH2(w>‘) _

whenF(Atts®, T,) = 0 as follows. Suppose the threshol a(rrtra) bt Ho(ws) - .
value of the nodev is k,. Let V be the empty set. 9 9 » Wo = g™, and forat; € Atts™, W; =

For each child node’ of v, if F(Atts, T,,) = 1, then (97)% = Hl(atﬂ’,)rz' )
set V = V{J{v'}. BecauseF(Atts,T,) = 0, then Phase 2:A4 continues to query the oracles as in Phase 1. The

only restriction is that T, wg) and (T, w;) cannot be the input
t0 O1okenGen If F(Atts*, T) =1.
Guess: Finally, A outputs a bit\" and gives it to the chal-

|V| < k,. For each node’ € V, it selects\,s < Z,, and
setsq,(Index(v')) = A,/. Finally it fixes the remaining
k, — |V| points of ¢, randomly to defing;, and makes

g% — g™ For each child node’ of v, Ienger._ If)\’_ = ), then the challenger output3 = A" "72;
otherwise, it output$) # A" 772,

—if  F(Atts", Ty) = 1, then run  This completes the simulation. In the challenge phase, if
PolySat(,, Atts™, g, (Index(v")), where (@ = p™*72, thencph® is a valid ciphertext ofwy, so the
q¢v(Index(v")) is known to the challenger; probability of A outputtingh = X" is  + 4. If Q is an element

— otherwise, call PolyUnsak(,,Atts*, g*'), where randomly selected frony, thencph™ is not a valid ciphertext
gt = g (ndex(¥') s known to the challenger. of wy. The probability of A outputting A = X is 1 since

With the above two procedures, the challenger ruryg is an random element 6. There;fore, the probability of

PolyUnsatl, Atts*, g%), by implicitly defining geo: (0) = a the challenger correctly guessig = h™ "2 with the DL

g T T e 101 1y _ 1
Then for eachv € Ivs(T), the challenger gets,(0) if NStance(g,h.f,f.g",Q)is 5(53 +p+3) =5+ 5. That
att(v) € Atts™, and getsg®(©) otherwise. Becausey, (0) is is, the challenger solves the DL problem with advantage

the secret share af:, due to the linear property, the challengell A Wins theSCKA game with an advantage
generates credentials for eacte Ivs(T) as follows: APPENDIX B

» PROOF OFTHEOREM 2
o If att(v) = at; for someat; € Atts™: Selectt « Z,,, set

A, = frOghit — gea(O) [T, (att(v))! and B, = g; Proof 2: We construct a challenger that exploits the keyword
o If att(v) ¢ Atts® (assumingatt(v) = at;): Select SECrecy game as follows:

, ©) i PR Setup: The challenger selects b, ¢ < Z,, f + G. Let H, be

t— Zy, setA, = (¢™) v (f*¢™)" and B, = an one-way hash function angh = (e, g, g% ¢, ¢, f) and

—1 ’ . . .
g" % g, Note that(A,,B,) is a valid credential mk = (a, b, c).



The random oracl@)y, (at;) is simulated as follows: If
at; has not been queried before, the challenger selects-
Z,, adds(atj, o;) to Og,, and returnsy®s; otherwise, the
challenger retrieves; from O, and returng®s.

Phase 1:.4 can adaptively query the following oracles for

polynomially-many times.

Okeycen (T): The challenger generatek < KeyGen(T, mk)
and returnssk to A. It addsT to the list Lkeygen, Which is
initially empty.

O7okencen (T, w): The challenger runSOkeycen(T) to 0b-
tain sk (T,{Ay, ByJv € Ivs(T)}), computestk <
TokenGen(sk, w), and returngk to A.

Challenge Phase: A selects an attribute seAtts*. The
challenger chooses an access control policy that is rep
sented asT* such thatF'(Atts*, T*) = 1, computessk™ <+
KeyGen(mk, T*). By taking as inpuiAtts® andsk™, it selects

w* from keyword space uniformly at random, and computed

cph® and tk* with Enc and TokenGen. Atts™ should satisfy
the requirement defined in the keyword secrecy game.
Guess: Finally, A outputs a keywordy’ and gives it to the
challenger. The challenger computgsh’ < Enc(Atts, w’)
and if Search(tk*, cph’) = 1, then A wins the game.

This finishes the simulation. Supposé has already at-
temptedg distinct keywords before outputting’, we can see

that the probability of4 winning the keyword secrecy game

is at mostm +e¢. This is because the size of the remainin
keyword space i&M|—gq, and as thel, is an one way secure
hash function, meaning deriving* from H,(w*) is at most a
negligible probabilitye. Therefore, givery distinct keywords

A has attempted, the probability of winning the keyword

secrecy game is at mo l_q +e. Thus, our scheme achieves

keyword secrecy as in Definition 3.

APPENDIXC
PROOF OFTHEOREM 3 ON CP-ABKS

Proof 3: We show that theCP-ABE scheme is selectively

a r](.t) s(ac+r®) /b cry

b r® 4 ajr](.t) s(r](.t)) qv(0)

c (ac+r®)/b s(r® +aj7"(t)) a;qv(0)

oy cs s(a + bHz(w)) bro
TABLE T

POSSIBLE TERMS FOR QUERYING GROUP ORACLE

OkeyGen (Atts): The challenger selects™ <« Z, and com-
putesA = glactr)/b. For each attributeit; € Atts, the

()
challenger choosesg.t) < Zp, computesA; = g '

J
andB; = g’“ym, and returngAtts, A, {(4;, B;)|at; € Atts}).
%Iokencen (Atts,w): The challenger querie®xeycen (Atts) to
gétsk = (Atts, A, {(A;, Bj)|at; € Atts}) and returnstk =
(Atts, toky, toks, toks, { (A}, B})|at; € Atts}) wheretok; =
agPH2())s toky = g°, toks = A%, A’ = AS and B, = B
y selectings < Z,. If F'(Atts, T*) = 1, the challenger adds
w to the keyword ListLy,,.

Challenge phaseGiven two keywordsug, wy of equal length
wherewg, w1 ¢ Ly, the challenger chooses,ry « Z,,
and computes secret sharesrgffor each leaves im*. The

challenger selects < {0,1}. If A =0, it outputs

'r‘(t) gajr

CcT1

W:g aW():ge?W/:ngQa
(W, = g®© D, = g2 )|y € lvs(T*), att(v) = at;}

by selectingd € Z,,; otherwise it outputs

W= g™ Wy = "7 W = g2,
{(W, = g*, D, = g™ ®D)|v € vs(T*), att(v) = at;}.

Phase 2:This is the same as in tH&CKA game.

We can see that ifA can constructe(g, g)®*("+72) for
someg’ that can be composed from the oracle outputs he
has already queried, thea can use it to distinguish? from
g*rit72)  Therefore, we need to show that can construct

secure against chosen-keyword attack in the generic hiline(g, ¢)%*("1*+72) for someg® with a negligible probability. That
group model, wherdd, is modeled as a random oracle ands, .A cannot gain non-negligible advantage in KA game.

H, is a one-way hash function.

In the SCKA game, A attempts to distinguish
gertra)g 20 fomy garibra)g" 2 CGiven g« 7,
the probability of distinguishing®("1+72) gbr1Hz2(wo) from ¢?
is equal to that of distinguishingf from g(m1+72) gbriHa(ws)
Therefore, if A has advantage in breaking theSCKA game,
then it has advantagg?2 in distinguishingy®("1+72) gbr1H2(wo)
from ¢°. Thus, let us consider a modified game wherean
distinguishg®("1+72) from ¢. The modifiedSCKA game is
described as follows:

Setup The challenger choosesb, ¢ +— Z, and sends public

In the generic group model;, and«); are random injective
maps frontZ, into a set ofp® elements. Then the probability of
A guessing an element in the imageygfands), is negligible.
Recall thatG = {yo(z)|z € Zy} and Gr = {¢i(z)|z €
Z,}. Hence, let us consider the probability df constructing
e(g,9)°"1+72) for somes € Z, from the oracle outputs he
has queried.

We list all terms that can be queried to the group orégje
in Table Il. Let us consider how to construgy, ¢)%*("+72)
for some 6. Becauser; only appears in the termary,
should containc in order to construct(g, g)%*("1+72), That

parameterse, g, p, 9%, g%, g°) to A. A chooses an access treds, let 6 = ¢'c for some ¢’ and A wishes to construct

T*, which is sent to the challenger.

H, (at;) is simulated as follows: lit; has not been queried
before, the challenger chooses «+ Z,, adds(at;,«;) to
Op, and returng)®/; otherwise the challenger returp$’ by
retrievinga; from Op, .

Phase 1 A can queryOkeyGen @Nd OTokencen as follows:

e(g,g)¥ec(r1+r2)  Therefore, A needs to constructacrs,
which will use termsr, and(ac+r®)/b . Becausébr,)(ac+
1) /b = acry +r®ry, A needs to cancel®)r,, which needs
to use the termsa;, r(*) + ajr§t), ¢»(0) and a;¢,(0) because
¢,(0) is the secret share ef, according toT*. However, it is
impossible to construet(Y)r, with these terms becausé&)r,



only can be reconstructed if the attributes corresponding keyword set was encrypted js then the advantage of distin-

Y of v 1 a7 satisfies the access trae. guishing which keyword was encrypted s by selecting one
Therefore, we can conclude that gains a negligible keyword fromKG, and one fromkG;.

advantage in the modified game, which means thafains a  Therefore, we can see that.f breaksVABKS's selective

negligible advantage in theCKA game. This completes thesecurity against chosen-keyword attack with a non-ndgggi

proof. advantage, then the advantage of breakiAKS'’s selective

security against chosen-keyword attackzis-a non-negligible

APPENDIXD probability, which contracts the assumption tA&KS achieve
PROOFS OFTHEOREM 5, THEOREM 6, THEOREM 7 AND selective security against chosen-keyword attack, givert t
THEOREM8 ON VABKS ABE is CPA-secure andi is a secure pseudorandom genera-
A. Proof of Theorem 5 oWABKS tor.

Proof 4: We show that if there exists a polynomial-time
algorithm 4 breaksVABKS's data secrecy with the advantagé>- Proof of Theorem 7 oWABKS

p, then we can break either CPA security f8BE or CPA  proof 6: We show that if there exists polynomial time

security forSE with the advantage’; wheren is the number 4jgorithm.A breakingvABKS'skeyword secrecy, then it breaks

of data files to be encrypted. _ the assumption thaABKS achieves keyword secrecy.
The challenger proceeds the conventional CPA SeCU“tySupposeA presents a data collectiod = (KG =

game with A. Iq the challenge phase, suppasgepresents {KGy,...,KG},MP,FS), {Ienc}; and {IL, }.. The chal-
two data collection®y = (KG,MP,FSo = {Fo1,...,Fon}), |enger simulates the keyword secrecy game as in B, where
Dy = (KG,MP,FSy = {F11,...,Fin}), {Ienc}i @nd{IE, }n-  the keyword space consists of keywords specified FSy
The challenge selects < {0,1} and encryptdSy with the \yg can see that the probability of inferring the keyword
ABE and{/g, }n. from a search token and corresponding keyword ciphertext is
~ Now let us consider the advantage df correctly guess- equa| to that oABKS. Therefore, if inVABKS A guesses the
ing A\. As we know, given two messages, the advantage ngword from the search token and corresponding keyword
dlst|ngu_|sh|ng which message was encrypted_ by the hyb'ﬂﬂ)hertext with the probability more tha le + ¢ after
encryption ofABE andSE is equal. Therefore, given two setsyessing; distinct keywords, then the probability of guessing

of data filesFS, and FS, if the advantage of distinguishingipe keyword from the search token and keyword ciphertext
which data set was encrypted js then the advantage of;, ABKS is more than—L— + ¢ after guessing; distinct
distinguishing which data file was encryptedfs by selecting keywords, which contralc/\t/lslfﬁe assumption thBKS achieves
one data file fronFSy and one fromFS;. keyword secrecy.

Therefore, we can see that £ breaksVABKS’s data se-
crecy of with a non-negligible advantagethen the advantage p. proof of Theorem 8 oWABKS
of breaking CPA security fohBE or CPA security foSE is 5

—a non-negligible probability, which contracts the asstiomp

Proof 7: We show that under the assumptions t8&f is

that ABE is CPA-secure an8E is CPA-secure. unforgeable, any polynomial-time adversady presents an
incorrect search result and succeeds in the verificatioh wit
B. Proof of Theorem 6 oWABKS negligible probability.

Proof 5: We show that if there exists a polynomial-time The challenger proceeds the verifiability game, where
algorithm A breaks the selective security against chosenl provides the keyword-based datB = (KG =
keyword attack ofABKS with the advantage, then we can {KGi,...,KG},MP = {MP(w)lw € U}_KG;},FS =
break the selective security against chosen-keyword lattald™1; - - - Fn}), {lenc}: @nd {Ig, }». The challenger runs

game of ABKS with the advantage of;, given thatABE is  (Au,Index, Depn) <= Buildindex({/enc}i; {gnc}n; D), and
CPA-secure andd is a secure pseudorandom generator. ~ gives (Au, Index, Deph) to A.

The challenger proceeds selective security against chosenn the challenge phase, with* and I¢, . from A, the
keyword attack game witd. In the challenge phase, supchallenger selectdy, ., such that F(Ig, e, [g,.) = 1
pose A presents two data collectionBy, = (KG, = Wherelf, is selected byA, generates credentiak™ with
{KGoy1,...,KGo}, MP,FS), and {If, }». The challenge se- I.c., and returns toA a search tokertk” by running
lects A < {0,1} and encrypts<G with ABKS, and generates tk" <« TokenGen(sk,w*). A returns (rslt”, proof™) to the
BF;, cphgg. ando; for each keyword group. challenger.

SinceABE is CPA-secure andf is a secure pseudorandom Suppose thafrslt™, proof™) succeeds in the verification.
generator, the probability oft inferring A via BF;, cphgg_ is  Thatis,1 < Verify(sk™, w*, tk™, rslt", proof ). Let us consider
negligible. Then let us consider the advantagedoforrectly the probability of.4 cheating with incorrect search result.
guessing\ from keyword ciphertexts. As we know, given two First, we claim that the global signature and random
keywords, the advantage of distinguishing which keyword w&eyword ciphertextsphge , . .., cphgg, are included irproof™
encrypted byABKS is equal. Therefore, given two keywordwithout being manipulated; otherwise we can break the un-
setsKGy and KGy, if the advantage of distinguishing whichforgeability of Sig.



Second, let us consider the search result within each group
with respect to access control policies, ie- 1,...,1:

« If there exists no keyword ciphertext matched the search
token tk™, then we claim that4 cannot cheat the chal-
lenger with some keyword ciphertext and data ciphertexts
in order to makeVABKS.Verify output 1. The reason
is that.4 cannot forge a keyword signatueg, for the
keyword ciphertext and data ciphertexts; otherwise, we
can break the unforgeability &ig.

« Ifthere exists a keyword ciphertext matched the search to-
kentk®, then we claim tha# cannot cheat the challenger
with a null search result in order to mak&BKS.Verify
output 1. Supposel returns a null result and the proof
(BF;, cphge,, oaF, ). SinceBF; cannot be manipulated due
to ogr,, the unmasked bloom filter indicates that is
a member within the group. The challenger downloads
cphy, ..., cph, ke, ando; without being manipulated;
otherwise we break th&ig’s unforgeability. Then the
challenger can conduct the search operation with each
keyword ciphertext, andVABKS.Verify will output O.
That is, if there exists keyword ciphertext matched the
search tokenA returns a null result, then it cannot make
VABKS.Verify output 1.

To sum up, in order to mak&€ABKS.Verify output 1,4 has
to faithfully execute search operations and return thecbear
result honestly; otherwise, we will bre&kg’s unforgeability.



