
Threshold implementations of cryptographic
functions between finite Abelian groups

Enrico Piccione

University of Bergen, Bergen, Norway enrico.piccione@uib.no

Abstract. The threshold implementation technique has been proposed in 2006 by
Nikova et al. as a countermeasure to mitigate cryptographic side-channel attacks
on hardware implementations when the effect of glitches is taken into account. This
technique is based on Boolean sharing (also called masking) and it was developed
for securing symmetric ciphers such as AES. In 2023, Piccione et al. proposed a
general construction of threshold implementations that is universal for S-boxes that
are bijective vectorial Boolean function (functions from a binary vector space Fn

2
into itself). In this paper, we further generalize the construction, and we propose a
general theory of threshold implementations for any type of S-boxes. We investigate
the case of functions (also not necessarily bijective) that are defined between two
finite Abelian groups, and we use the definition of threshold implementation given by
Dhooghe et al. in 2019 with additive sharing. To show that this generalized notion is
as useful as the one for Boolean sharing, we prove that many classical results still
hold. An important tool in this theory is the notion of functional degree introduced
by Aichinger and Moosbauer in 2021 which generalizes the algebraic degree of a
vectorial Boolean function. We show that if F has functional degree (at most) d and
the cardinality of the domain is divisible by the cardinality of the codomain, then F
admits a threshold implementation F with s ≥ d + 2 shares in input and d + 2 shares
in output. Moreover, we provide a complete overview on which are the available
tools for studying the functional degree and how to represent those functions using
an Integer-Valued (IV) polynomial representation. Then we apply our theory to the
following applications: defining the inner product masking in our setting, providing a
threshold implementation of any multiplication map, and computing the functional
degree and the IV polynomial representations of the conversion maps between Fn

p

and Zpn .
Keywords: Threshold Implementation, Functional Degree, Boolean Functions

1 Introduction
Differential Power Analysis (DPA) attacks [KJJ99] target the hardware implementations
of a cryptographic algorithm by measuring the power consumption of the physical device.
Since then, many countermeasures were developed in order to mitigate those attacks. One
of the most common is called Boolean masking [GP99, CJRR99] which is a technique based
on Boolean sharing that secure the implementation against a formally defined adversary
model. However, if the effect of glitches is not taken into account, this can lead to an
attack on a masked implementation [MPO05]. Nikova, Rechberger, and Rijmen [NRR06]
published in 2006 a countermeasure called Threshold Implementation (TI) which builds
upon Boolean masking and takes glitches into account.

In mathematical terms, a threshold implementation is a vectorial Boolean function F
that satisfies three fundamental properties with respect to a given vectorial Boolean function
F . Those properties are correctness, non-completeness, and uniformity. Throughout the
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years, the problem of constructing F for a given F was considered a challenging problem
[BNN+12, BGN+15, BBS17]. In [PAB+23], this has been solved for the case where F
is bijective but with d + 2 shares where d is the algebraic degree of F . The theoretical
optimal number is d + 1, but there is some evidence reported in [BNN+12, PAB+23] to
the fact that for many functions F the number of optimal shares is actually d + 2 with
one example for which it is mathematically proven. In this paper, we do not discuss
the case d + 1 further and, instead, we consider a more general mathematical setting
where we can further generalize the construction in [PAB+23]. With this, we provide a
better understanding of the threshold implementation theory. We consider the problem
of constructing a threshold implementation for a function F : X → Y between two finite
Abelian groups X and Y where we use the definition provided by Dhooghe et al. [DNR19]
with additive sharing both in the input and the output. For any x ∈ X (resp. y ∈ Y), a
vector of shares (x1, . . . , xs) ∈ Xs (resp. (y1, . . . , yt) ∈ Yt) is such that x1 + · · · + xs = x
(resp. y1 + · · · + ys = y). The additive sharing over Z2n is called arithmetic sharing (or
arithmetic masking) [Gou01] and it has been the building block of the implementations of
two of the NIST standards for post quantum cryptography, Kyber and Dilithium [Bou22].
Moreover, there has been a recent interest in prime-field sharing (also called prime-field
masking) over Mersenne primes 2n − 1 [CMM+23] which is the additive sharing over F2n−1.

A fundamental notion in the threshold implementation theory is the one of algebraic
degree. For functions between Abelian groups, we are going to use the notion of functional
degree. Aichinger and Moosbauer in [AM21] introduce such notion with the purpose of
extending Chevalley-waring type results to the general case of a function F : X → Y
between two Abelian groups X and Y. The functional degree of F is defined by the smallest
positive natural number such that Fréchet’s equation is satisfied, which is equivalent to
ask that every d + 1-th order derivative vanishes. A derivative of F through a direction
a ∈ X is defined by ∆aF (x) = F (x + a) − F (x) for any x ∈ X. The idea of using Fréchet’s
equation to introduce a notion of degree was already studied by many authors in the past
(see for instance [Lac04]). However, we refer to the paper [AM21] because this is the first
work that gives solid mathematical foundations without the use of any representation of F .
We also present an overview of the following works [Sch14, CS22] which have studied the
Integer-Valued (IV) polynomial representation of functions with finite functional degree.
We believe that this representation could be useful for cryptographic application in the
case where a polynomial representation is not possible.

As the main result of this paper, we provide a threshold implementation F with
s ≥ d + 2 shares in input and d + 2 shares in output for any F : X → Y with functional
degree at most d < ∞ and such that |X| is divisible by |Y|. In particular, the result holds
for any vectorial Boolean function F : Fn

2 → Fm
2 with m ≤ n and F having algebraic degree

at most d. Such construction allows the implementation of F in hardware by only using
the arithmetic of the group. After that, we discuss some applications. We generalize in
a simple way the inner product sharing [BFG15] and we show that any result we have
achieved for additive sharing still holds. We provide a threshold implementation with 4
shares of the multiplication map over a finite ring. We compute the functional degree and
the IV polynomial representation of the conversion map Fn

p → Zpn and of its inverse. We
prove that both of them can be implemented with n + 2 shares.

2 Preliminaries
An Abelian group is a non-empty set X with an operation “+” such that it is associative,
it is commutative, there exists an identity element 0 ∈ X, and every element has an inverse.
A ring is a non-empty set with two operations “+” and “·” such that they are distributive,
R is an Abelian group with respect to the addition, the multiplication is associative, and
there exists an identity element 1 ∈ R with respect to the multiplication. Observe that we
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did not impose that 1 ̸= 0 because we want that R = {0} is still a ring. Indeed, if 1 = 0
then r = r · 1 = r · 0 = 0 for all r ∈ R. A field is a non-empty set F that is a ring and such
that F \ {0} is an Abelian group with respect to the multiplication.

We denote by N the natural numbers greater or equal than zero, as Z the integer,
and as Q the rational numbers. For any n ∈ N with n ≥ 2, we denote by Zn the ring of
integers modulo n and we usually represent them as integers between 0 and n − 1 or as
classes a + nZ = {a + bn : b ∈ Z} for any a ∈ Z. Moreover, we use the notation Z0 = Z
and Z1 = {0}. By our definition, Z1 is still a ring. Let q be the power of a prime number
p, then we denote by Fq the finite field with q elements. We recall that Fp = Zp and that
Fq ̸= Zq if q ̸= p.

Let s, t ∈ N. We define [t, s] = {i ∈ N : t ≤ i ≤ s, i ≥ 1}, [s] = [1, s] (notice that
[0] = ∅), Ps = {I : I ⊆ [s]}, and P∗

s = Ps \ {[s]} (notice that P0 = {∅}). Moreover, for any
j ∈ {0, . . . , s}, we write Ps,j = {I ∈ Ps | |I| = j} (notice that Ps,0 = P0).

In this paper, we consider every Abelian group X with additive notation. Let
x1, . . . , xs ∈ X, then we use the convention that

∑
i∈[0] xi = 0. For every x ∈ X and

n ∈ Z we will write nx =
∑

i∈[n] x if n ≥ 0 and nx = −((−n)x) if n < 0. A homomorphism
is a map ϕ : X → Y between two Abelian groups X and Y such that ϕ(x+x′) = ϕ(x)+ϕ(x′)
for any x, x′ ∈ X. We say that X and Y are isomorphic if there exists a bijective homo-
morphism between them. We say that X is finitely generated if there exists a finite set
A = {a1, . . . , ak} ⊆ X such that X = {

∑
i∈[k] niai : ni ∈ Z}. If such A exists of cardinality

1, then X is called cyclic. Every cyclic group X is isomorphic to Zn. Indeed, if X is finite
then n = |X| and otherwise, n = 0 which means that X is isomorphic to the ring of integers
Z0 = Z. Every finitely generated Abelian group is isomorphic to a Cartesian product of
the form

∏
i∈[n] Zqi for some qi ∈ N. Moreover, one can assume that qi is either 0, 1, or a

prime power.
For any k ∈ N with k ≥ 2, the k-adic expansion of a natural number a ∈ N is its

representation as the series

a =
∞∑

i=1
aik

i−1

where each ai is an integer between 0 and k − 1. If it is clear from the context that
a < kn for some n ∈ N, we will say that its k-adic expansion is the truncated sum
a =

∑
i∈[n] aik

i−1.
We recall that the notions of “sup” and “inf” coincide respectively with the ones of

“max” and “min” when they are applied on finite subsets of N. We will use the conventions
that inf(∅) = sup(∅) = 0 and for every A ⊆ N that has infinite cardinality we have
sup(A) = ∞.

2.1 Functions between Abelian groups
Let F : X → Y where X and Y are Abelian groups.

We say that F is a linear function if it is a group homomorphism between X and Y,
that is F (x + x′) = F (x) + F (x′) for all x, x′ ∈ X. We say that F is an affine function if
F ′ = F − F (0) is a linear function. We will use the terms linear and affine even though X
and Y are not necessarily vector or affine spaces. We define the derivative of F in a ∈ X
as the function ∆aF (x) = F (x + a) − F (x) for any x ∈ X and the k-th order derivative of
F in a = (a1, . . . , ak) ∈ Xk as the function

∆(k)
a F = ∆a1∆a2 · · · ∆ak

F.

If X = Zn, we denote ∆ = ∆1 and ∆(k) = ∆(k)
(1,...,1) where 1 ∈ Zn. In some cases, we will

use the lower case letter f to denote a function from an Abelian group X to a cyclic group
Y = Zq where q is a prime power.
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Let X1, . . . ,Xn,Y1, . . . ,Ym be Abelian groups. Let F :
∏

i∈[n] Xi →
∏

j∈[m] Yj . For
any x ∈

∏
i∈[n] Xi, we can write

F (x) = (F1(x), . . . , Fm(x))

where Fj :
∏

i∈[n] Xi → Yj for any j ∈ [m]. Let i ∈ [n], we define the partial derivative of
F in a ∈ Xi through the direction of the i-th coordinate as the function ∂i

aF :
∏

i∈[n] Xi →∏
j∈[m] Yj defined by

∂i
aF (x) = F (x1, . . . , xi + a, . . . , xn) − F (x)

for any x = (x1, . . . , xn) ∈
∏

i∈[n] Xi and the k-th order partial derivative of F in a =
(a1, . . . , ak) ∈ (Xi)k as the function

∂i,(k)
a F = ∂i

a1
∂i

a2
· · · ∂i

ak
F.

We say that the function F depends on its i-th coordinate input if there exists a ∈ X such
that ∂i

aF ̸= 0. Similarly as before, if Xi = Zmi , we denote ∂i = ∂i
1 and ∂i,(k) = ∂

i,(k)
(1,...,1)

where 1 ∈ Zmi
. Moreover, for any k = (k1, . . . , kn) ∈ Nn, we denote

∂(k) = ∂1,k1 · · · ∂1,kn .

In some cases, we will use the calligraphic letter F to denote a function from Xs to Yt

where X and Y are Abelian groups.
Suppose that X and Y are finite Abelian groups. We say that F is balanced if

|F −1(y)| = |X|/|Y| for any y ∈ Y. Observe that if F is balanced and |X| = |Y|, then F is
bijective.

2.2 Algebraic degree of functions between finite-dimensional vector
spaces over Fp and their representation

A function f : Fn
2 → F2 is called a Boolean function and a function F : Fn

2 → Fm
2 is called

a vectorial Boolean function.
Let p be a prime. Any function F between finite-dimensional vector spaces over Fp

can be represented as a vectorial function F : Fn
p → Fm

p and it has a unique representation
of the following form

F (x1, . . . , xn) =
∑

u∈{0,...,p−1}n

cuxu1
1 · · · xun

n , cu ∈ Fm
p (1)

which is called the algebraic normal form (ANF). The algebraic degree of F is defined by

da(F ) = sup

∑
i∈[n]

ui : cu ̸= 0

 .

For any x ∈ Fn
p , we can write

F (x) = (f1(x), . . . , fm(x))

where fi : Fn
p → Fp. Then we have that da(F ) = supj∈[m] da(fj).
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2.3 The binomial coefficient and Integer-Valued (IV) polynomials
Let n, k ∈ Z, then the binomial coefficient is defined by

(
n

k

)
=


n(n−1)···(n−k+1)

k! if k > 0,

1 if k = 0,

0 if k < 0.

A known formula is the following. For any n, k ∈ Z, we have that(
n

k

)
= (−1)k

(
−n + k − 1

k

)
. (2)

Remark 1. We recall that
(

n
k

)
∈ Z for all n, k ∈ Z. Assume without loss of generality that

k is positive. For n ≥ k, this is known because it refers to the classical binomial coefficient
and its connection with the Pascal-Tartaglia triangle. For 0 ≤ k ≤ n − 1 we have that(

n
k

)
= 0 by definition. If k is negative, then we have

(
n
k

)
= (−1)k

(−n+k−1
k

)
and −n + k − 1

is positive.
Let p ∈ N be a prime, a1, . . . , an, b1, . . . , bn ∈ {0, . . . , p − 1}, and a =

∑
i∈[n] aip

i−1,
b =

∑
i∈[n] bip

i−1. We have that the Lucas’ Theorem holds:(
a

b

)
=
∏

i∈[n]

(
ai

bi

)
(mod p).

For us, an Integer-Valued (IV) polynomial is any polynomial in Q[x1, . . . , xn] such that
when it is evaluated over Zn takes values over Z. We will use [CC97] as a reference.

Definition 1. A univariate Integer-Valued (IV) monomial of degree d ∈ N is the polynomial(
x
d

)
in Q[x].
A multivariate Integer-Valued (IV) monomial of multidegree (d1, . . . , dn) ∈ Nn is the

polynomial (
x1, . . . , xn

d1, . . . , dn

)
=

n∏
j=1

(
xj

dj

)
in Q[x1, . . . , xn].

An Integer-Valued (IV) polynomial P is a polynomial in Q[x1, . . . , xn] that can be
written as

P (x1, . . . , xn) =
∑

d∈Nn

Pd

(
x1, . . . , xn

d1, . . . , dn

)
where Pd ∈ Z and Pd ̸= 0 only for finitely many d ∈ Nn.

Proposition 1 ([CC97]). Let P : Zn → Z be induced by an IV polynomial. Let x =
(x1, . . . , xn) ∈ Zn. Then we have that

P (x) =
∑

d∈Nn

∂(d)P (0)
(

x1, . . . , xn

d1, . . . , dn

)
. (3)

Moreover, for any d = (d1, . . . , dn) ∈ Nn we have that

∂(d)P (x) =
∑

a∈Nn : ai≤di

(−1)
∑

i∈[n]
(di−ai)

(
d1, . . . , dn

a1, . . . , an

)
P (x + a). (4)
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3 Threshold Implementations over Abelian groups
The definition of a Threshold Implementation (TI) has been generalized in the work by
Dhooghe et al. in [DNR19] (section 6) after proving that the threshold implementation
technique with Boolean sharing (also called Boolean masking) is secure in the first-order
robust probing secure [DNR19, Theorem 3.2]. We are interested in the case where the
secret sharing scheme of both input and output is the additive sharing (also called additive
masking). Let X be an Abelian group. An additive s-sharing of x ∈ X is a vector
x = (x1, . . . , xs) ∈ Xs such that

∑
i∈[s] xi = x. The set of such vectors is denoted by

Shs(x). Notice that Shs(x) = x + Shs(0) for all x ∈ Shs(x) and that Shs(0) is an Abelian
group of cardinality |X|s−1. Indeed, for any x, x′ ∈ Shs(x), we have that x − x′ ∈ Shs(0).
In this section, X and Y are assumed to be finite Abelian groups.

The correctness property follows from [DNR19, Definition 6.3].

Definition 2 (Correctness). We say that F : Xs → Yt is correct with respect to F : X → Y
if for any x ∈ X and any x ∈ Shs(x) we have that F(x) ∈ Sht(F (x)).

An equivalent definition is that

F

∑
i∈[s]

xi

 =
∑
j∈[t]

Fj(x)

for any x = (x1, . . . , xs) ∈ Xs.
The non-completeness property is almost identical to the one given in [DNR19, Defini-

tion 6.4].

Definition 3 (Non-Completeness). We say that F : Xs → Yt is non-complete if for any
j ∈ [t], there exists i ∈ [s] such that ∂i

aFj = 0 for all a ∈ X.

Indeed, the previous definition implies that any of the output share depends at most
on s − 1 input shares.

Definition 4 (Uniformity). Let F : Xs → Yt be correct with respect to F : X → Y. We
say that F is uniform if

|Shs(x) ∩ F−1(y)| = |X|s−1

|Y|t−1

for any x ∈ X and any y ∈ Sht(F (x)).

Indeed, the definition given in [DNR19, Definition 6.5] states that there exists a constant
c ∈ N such that |Shs(x) ∩ F−1(y)| = c for any x ∈ X and any y ∈ Sht(F (x)). This implies
that, for any x ∈ X, the restriction of F from Shs(x) to Sht(F (x)) is balanced, and
therefore

|Shs(x) ∩ F−1(y)| = |Shs(x)|
|Sht(F (x))| = |X|s−1

|Y|t−1 .

We are ready to give the definition of threshold implementation.

Definition 5 (Threshold implementation). We say that F : Xs → Yt is a threshold
implementation of F : X → Y if F is correct with respect to F , non-complete, and uniform.
In this case, we say that F admits a threshold implementation with s shares in input and
t shares in output.

As a first theoretical result, we discuss the uniformity property of F for the cases of F
balanced and F bijective.

Proposition 2. Let X and Y be finite Abelian groups. Let F : Xs → Yt be correct with
respect to F : X → Y. Then we have the following:
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1. If F is uniform, then F is balanced if and only if F is balanced.

2. If F is bijective, then F is uniform if and only if F is balanced.

Proof. Let us prove 1. Let y ∈ Y and y ∈ Sht(y). Since F is uniform, we have that

|F−1(y)| =
∑

x∈X : F (x)=y

|Shs(x) ∩ F−1(y)| = |F −1(y)| |X|s−1

|Y|t−1 .

If F is balanced, then |F−1(y)| = |X|s

|Y|t and so F is balanced. If F is balanced, then
|F −1(y)| = |X|

|Y| and so F is balanced.
Let us prove 2. Since F is bijective, then |X| = |Y| = q. Since any bijective function is

balanced, we can use 1 to conclude that if F is uniform, then F is balanced. Suppose that
F is balanced and we claim that F is uniform. Let y = (y1, . . . , yt) ∈ Yt, y =

∑
j∈[t] yj ,

and x = F −1(y). Observe that∣∣F−1(y)
∣∣ =

∑
z∈X : F (z)=y

|Shs(z) ∩ F−1(y)| =
∣∣Shs(x) ∩ F−1(y)

∣∣ .
Since F is balanced, then |F−1(y)| = |X|s−1

|Y|t−1 = qs−t and |Shs(x) ∩ F−1(y)| = qs−t. This
concludes the proof.

Remark 2. According to Proposition 2, we have that F can be both uniform and unbalanced
if F is also unbalanced. We show an example of this case. Let F : Z4 → Z2 defined by
F (0) = 0, F (1) = 0, F (2) = 0, and F (3) = 1. Let F : Z2

4 → Z2
2 be defined as follows:

F(x) = (0, 0), x ∈ {(0, 0), (0, 1), (0, 2), (1, 3), (1, 0), (1, 1)},

F(x) = (1, 1), x ∈ {(2, 2), (2, 3), (2, 0), (3, 1), (3, 2), (3, 3)},

F(x) = (1, 0), x ∈ {(0, 3), (1, 2)},

F(x) = (0, 1), x ∈ {(2, 1), (3, 0)}.

By construction, we have that F is unbalanced and it is correct with respect to F . One
can verify that |Sh2(x) ∩ F−1(y)| = 2 = |Z4|2−1

|Z2|2−1 for all x ∈ Z2 and all y ∈ Sh2(F (x)). So
we have that F is uniform.

Remark 3. According to Proposition 2, we have that if F is bijective, then the uniform
property of F coincides with the balancedness property. If F is balanced, then we can
only say that the uniformity property implies balancedness but not the other implication.
For instance, consider the balanced function F : Z4 → Z2 defined by F (0) = 0, F (1) = 0,
F (2) = 1, and F (3) = 1. Let F : Z2

4 → Z2
2 be defined as follows:

F(x) = (0, 0), x ∈ {(0, 0), (1, 0), (2, 3), (3, 2)},

F(x) = (1, 1), x ∈ {(0, 1), (1, 3), (2, 2), (3, 1)},

F(x) = (1, 0), x ∈ {(0, 2), (1, 2), (2, 1), (3, 0)},

F(x) = (0, 1), x ∈ {(0, 3), (1, 1), (2, 0), (3, 3)}.

By construction, we have that F is correct with respect to F and F is balanced. However,
F is not uniform because |Sh2(0) ∩ F−1(0, 0)| = 1 ̸= |Z4|2−1

|Z2|2−1 = 2.
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3.1 A note on Inner Product Masking
The Inner Product Masking (IPM) [BFG15] is a kind of masking (or sharing) over F2n

where the vector of shares x = (x1, . . . , xs) ∈ (F2n)s of x ∈ F2n is such that x =
∑

i∈[s] cixi

for some fixed ci ∈ F2n \ {0}. Such sharing is easy to generalize by keeping desirable
properties.

Let S : Xs → Xs be such that, for any i ∈ [s], Si(x) = Si(xi) where Si is a permutation
of X (a special case is Si(x) = cix for IPM). For this sharing, the vector of shares
x = (x1, . . . , xs) ∈ Xs of x ∈ X is such that x =

∑
i∈[s] Si(xi). Let us denote ShS

s (x) the set
of such vectors of shares. We still have that |ShS

s (x)| = |X|s−1 because ShS
s (x) = S (Shs(x))

and S is a bijection. Moreover, if S is linear, then ShS
s (0) is an Abelian group and ShS

s (x)
is one of its coset. Let T : Yt → Yt be such that, for any j ∈ [t], Tj(y) = Tj(yi) where Tj

is a permutation of Y. Let F : Xs → Yt and F ′ : : Xs → Yt defined by F ′ = T −1 ◦ F ◦ S.
We claim that if F has one of the property between correctness, non-completeness, and
uniformity, then F ′ has the same property with respect to the IPM (defined by in [DNR19]).

If F is non-complete then also F ′ is non-complete because, for any j ∈ [t] and any
x1, . . . , xs ∈ X, we have that

F ′
j(x1, . . . , xs) = T −1

j (Fj(S1(x1), . . . , Ss(xs))) .

If F is correct with respect to a function F : X → Y then for any x1, . . . , xs ∈ X we
have

F

∑
i∈[s]

Si(xi)

 =
∑
j∈[t]

Fj(S1(x1), . . . , Ss(xs))

=
∑
j∈[t]

Tj

(
T −1

j (Fj(S(x)))
)

=
∑
j∈[t]

F ′
j(x).

If F is uniform then, for any x ∈ X, the restriction F ′ : ShS
s (x) → ShT

t (F (x)) is
balanced since it is obtained by composing the bijection S : ShS

s (x) → Shs(x), the balanced
function F : Shs(x) → Sht(F (x)), and the bijection T : Sht(F (x)) → ShT

t (F (x)).

4 Functional degree, functional expansions, and non-completeness
Let F : X → Y where X and Y are Abelian groups. Let s be a positive integer. We say
that F admits a functional expansion of the s-th order if there exists a family of integers
{kI}I∈Ps,j , j<s such that

F

∑
i∈[s]

xi

 =
s−1∑
j=0

∑
I∈Ps,j

kI · F

(∑
i∈I

xi

)

for all x1, . . . , xs ∈ X. In [CPRR15, Corollary 1], it was shown that every function
F : Fn

2 → Fm
2 admits a functional expansion of the s-th order where s ≥ da(F ) + 1.

Moreover, we have that if F : (Fn
2 )s → (Fm

2 )t is non-complete and correct with respect to
F , then both s and t must be greater or equal than da(F )+1 [NRR06, Theorem 1]. Indeed,
one can use a functional expansion of the s-th order and construct F . This observation
was made first in [PAB+23] and used to construct a family of threshold implementations.
So clearly there is a connection between functional expansions and the algebraic degree of
F . In this section, we want to achieve similar results for a notion of degree that can be
defined for any F : X → Y where X and Y are Abelian groups and by using the definitions
introduced in Section 3. We will show that such notion is the one of functional degree
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introduced by Aichinger and Moosbauer in [AM21]. Most of the time, we are not going to
restrict ourselves to the cases of X and Y to be finite because we will need some results for
Section 6. Moreover, observe that also the definitions of correctness and non-completeness
do not need X and Y to be finite.

Instead of using the definition of functional degree given in [AM21, Definition 2.1]
which is in terms of abstract algebra, we will use the equivalent one given in terms of
Fréchet’s equation

∆(d+1)
a F = 0. (5)

Definition 6 (Functional degree). Let F : X → Y where X and Y are Abelian groups. We
denote the functional degree of F as

d◦(F ) = inf{d ∈ N | ∆(d+1)
a F = 0, for all a ∈ Xd+1}.

Aichinger and Moosbauer in [AM21] do not mention the fact that this notion of degree
is strictly related with the theory of Integer-Valued polynomials. Indeed, this was first
observed by a previous work [Sch14] and then the connection was clarified in [CS22]. We
will present this in Section 6 since we do not need it for now.

The functional degree satisfies the following properties:

• d◦(F ) = 0 if and only if F is constant [AM21, Lemma 3.1].

• d◦(F ) ≤ 1 if and only if F is affine [AM21, Lemma 3.1].

• If 0 < d◦(F ) < ∞, then d◦(∆aF ) < d◦(F ) for all a ∈ X [AM21, Lemma 3.1].

• d◦(F + G) ≤ sup{d◦(F ), d◦(G)} and d◦(F + G) = d◦(F ) if d◦(F ) > d◦(G) [AM21,
Lemma 3.2].

• If d◦(F ) < ∞ and d◦(G) < ∞, then d◦(F ◦ G) ≤ d◦(F ) · d◦(G) [AM21, Theorem
4.3].

• If Y is a ring, then d◦(F · G) ≤ d◦(F ) + d◦(G) [AM21, Lemma 6.1].

By using [AM21, Theorem 10.3], it is straightforward to prove that the notion of
functional degree coincides with the one of algebraic degree for the case of functions
between finite-dimensional vector spaces over Fp where p is a prime. For completeness, we
give a short proof of this result.

Lemma 1 ([AM21, Lemma 3.4]). Let F : X →
∏

j∈[m] Yj where X,Y1, . . . ,Ym are Abelian
groups. Let F = (F1, . . . , Fm) where Fj : X → Yj for any j ∈ [m]. Then we have that

d◦(F ) = sup
j∈[m]

d◦(Fj).

Proposition 3. Let p be a prime and let F : Fn
p → Fm

p . Then d◦(F ) = da(F ).

Proof. Let F = (f1, . . . , fm) where fj : Fn
p → Fp for j ∈ [m]. Then da(F ) = supj∈[m] da(fj).

Let j ∈ [m]. Then dj = da(fj) is exactly the degree of the multivariate polynomial in
(1). To conclude the proof, observe that we have that d◦(fj) = dj = da(fj) by [AM21,
Theorem 10.3] and that d◦(F ) = supj∈[m] d◦(fj) by Lemma 1.
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4.1 Functional expansions and non-completeness
In [AM21, Lemma 4.1], it is proven that for a function F to have finite functional degree
is equivalent to three other properties. By using the definitions introduced in this paper,
the first two can be described as the existence of particular functional expansions of F
while the last one is the existence of a function F which is correct with respect to F and
non-complete. We present the following lemma in our notation and prove that is equivalent
to [AM21, Lemma 4.1].

Lemma 2. Let d be a positive integer. Let F : X → Y where X and Y are Abelian groups.
Then the following are equivalent:

1. d◦(F ) ≤ d.

2. For every positive integer s ≥ d + 1, the function F admits the following functional
expansion of the s-th order:

F

∑
i∈[s]

xi

 =
s−1∑
j=0

(−1)s−1−j
∑

I∈Ps,j

F

(∑
i∈I

xi

)
.

3. For every positive integer s ≥ d + 1, the function F admits a functional expansion of
the s-th order for some family of integers Ks = {kI}I∈Ps,j , j<s where kI = 0 for all
I ∈ Ps,j with j ≥ d + 1.

4. For every positive integer s ≥ d + 1, there exists a function F : Xs → Yd+1 which is
correct with respect to F and non-complete.

Proof. 1, 2, 3 are equivalent respectively to the first three items in [AM21, Lemma
4.1]. Let us call 4a the fourth item in [AM21, Lemma 4.1] which states that there exist
functions F1, . . . , Fd+1 : Xd+1 → Y such that for all x = (x1, . . . , xd+1) ∈ Xd+1 we have
F
(∑

i∈[d+1] xi

)
=
∑

j∈[d+1] Fj(x) and for each j ∈ [d+1], the function Fj does not depend
on its j-th coordinate. We show that 4 is equivalent to 4a. It is clear that 4a implies 4
since for any s ≥ d + 1, we can set F = (F1, . . . , Fd+1, 0, . . . , 0). We conclude by proving
that 4 implies 4a. Let F : Xd+1 → Yd+1 be correct with respect to F and non-complete.
Let F1, . . . , Fd+1 : Xd+1 → Y be such that F = (F1, . . . , Fd+1). We define J1 = {i ∈
[d + 1] | ∂1

aFi = 0 for all a ∈ X} and Jj = {i ∈ [d + 1] \ Jj−1 | ∂j
aFi = 0 for all a ∈ X} for

j ∈ [2, d + 1]. Set F ′
j =

∑
i∈Jj

Fi where we recall that
∑

i∈∅ Fi = 0. Then F ′
1, . . . , F ′

d+1
satisfies 4a.

With the following proposition, we generalize [NRR06, Theorem 1] for our setting.

Proposition 4. Let d be a positive integer. Let F : X → Y where X and Y are Abelian
groups. Let F : Xs → Yt be correct with respect to F . If d◦(F ) = d and F is non-complete,
then s and t are greater or equal than d + 1.

Proof. Suppose that t ≤ d. Let x = (x1, . . . , xs) ∈ Xs. Since F is non-complete, then
for any j ∈ [t] there exists ij ∈ [s] such that ∂

ij
a Fj(x) = 0 for all a ∈ X. Let H(x) =

F
(∑

i∈[s] xi

)
, x =

∑
i∈[s] xi, and a = (a1, . . . , at) ∈ Xt. Then we have that

0 =
∑
j∈[t]

∂ij
aj

Fj(x) = ∂i1
a1

· · · ∂it
at

∑
j∈[t]

Fj(x) = ∂i1
a1

· · · ∂it
at

H(x) = ∆(t)
a F (x)

because

∂k
aH(x) = F

∑
i∈[s]

xi + a

− F

∑
i∈[s]

xi

 = ∆aF (x)
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for any k ∈ [s] and any a ∈ X. Therefore, we have that ∆(t)
a F (x) = 0 but this is not

possible because d◦(F ) = d > t − 1. So we have that t ≥ d + 1. Suppose that s ≤ d and
t ≥ d + 1. By item 4 of Lemma 2, this implies that d◦(F ) = d < s and this is not possible
since s ≤ d.

Lemma 2 and Proposition 4 are the evidence that the functional degree is a suitable
notion of degree for the threshold implementation theory with additive sharing.

A natural problem that rises from Lemma 2 is to give an explicit form of the functional
expansion described in item 3. To the best of our knowledge, we are not aware if this result
is known for the general case. In the binary case, this problem was solved in [CPRR15,
Corollary 1]. The following proposition covers all the other cases.

Proposition 5. Let d be a positive integer. Let X and Y be Abelian groups and F : X → Y.
Then d◦(F ) ≤ d if and only if for any positive integer s ≥ d + 1, F admits the following
functional expansion of the s-th order:

F

∑
i∈[s]

xi

 =
d∑

j=0
µs,d(j)

∑
I∈Ps,j

F

(∑
i∈I

xi

)
(6)

where µs,d(j) =
(

s−j−1
d−j

)
(−1)d−j .

Proof. The proof is in Appendix A.1.

4.2 On the case where the domain and the codomain are finite

In [AM21], they describe all the functions F : X → Y with finite functional degree where X
and Y are finite Abelian groups. For completeness, we present also the following lemma.

Lemma 3 ([AM21, Lemma 7.1 and Lemma 9.3]). Let p, q be prime numbers and let
n, m ∈ N. Let X and Y be Abelian groups such that |X| = pn and |Y| = qm. Let F : X → Y.
Then d◦(F ) < ∞ if and only if either p = q, n = 0, or m = 0.

Proposition 6 ([AM21, Theorem 9.4]). Let p1, . . . , pn be distinct primes. For any i ∈ [n],
let Xi and Yi be Abelian groups such that |Xi| = pmi

i and |Yi| = pki
i for some mi, ki ∈ N.

Let X =
∏

i∈[n] Xi, Y =
∏

i∈[n] Yi, and let F : X → Y. Write F = (F1, . . . , Fn) where
Fj : X → Yj for any j ∈ [n]. Then d◦(F ) < ∞ if and only if for all i, j ∈ [n] such that
i ̸= j we have that ∂i

aFj = 0 for all a ∈ Xi.

Remark 4. Observe that for any finite Abelian groups X and Y we can find a decomposition
as in Proposition 6. Indeed, let p1, . . . , pn be all the distinct primes that divides the positive
integer |X| · |Y|. Then we can write X =

∏
i∈[n] Xi and Y =

∏
i∈[n] Yi where for any i ∈ [n],

Xi and Yi are Abelian groups of order a power of pi. Let F : X → Y. If F has finite
functional degree, then there exist functions Fi : Xi → Yi for any i ∈ [n] such that

F (x1, . . . , xn) = (F1(x1), . . . , Fn(xn))

for all (x1, . . . , xn) ∈ X =
∏

i∈[n] Xi.

In conclusion, we can study functions of finite functional degree by studying functions
of the form f :

∏
i∈[n] Zpαi → Zpβ . We will continue this discussion in Subsection 6.3.
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5 On the construction of threshold implementations with
d + 2 shares

In this section, we are going to generalize the construction defined in [PAB+23]. We will
consider those functions F : X → Y between two finite Abelian groups such that |X| is
divisible by |Y| and d◦(F ) < ∞. The hypothesis d◦(F ) < ∞ is strictly necessary because
of Lemma 2. We impose that |X| is divisible by |Y| because we will need the existence of
at least one balanced function P : X → Y. First, we give a general theorem that serves as
a tool to construct functions F that are correct and uniform. Then we present a functional
expansion into terms that can be distributed in the coordinate functions of F in order to
make it non-complete.

In the following, we have the main theorem of this section that provides a general form
for the construction of a correct and uniform function.

Theorem 1. Let X and Y be finite Abelian groups such that |X| is divisible by |Y|. Let
F : X → Y be any function. Let s and t be positive integers such that 2 ≤ t ≤ s. For any
j ∈ {1, . . . , t − 1}, let Pj : X → Y be balanced and let Cj : Xj → Y. Let b = (b1, . . . , bt−1) ∈
{0, 1}t−1 and let F : Xs → Yt be a function defined as follows for any x = (x1, . . . , xs) ∈ Xs:

Ft(x) = F

∑
i∈[s]

xi

−
∑

j∈[t−1]

Fj(x)

and for any j ∈ [t − 1] we have

Fj(x) = (1 − bj) · Pj (xj) + bj · Pj

 ∑
i∈[j+1,s]

xi

+ Cj(x(j)),

where x(j) = ((xi)i∈[j−1],
∑

i∈[j,s] xi) with the abuse of notation that x(1) =
∑

i∈[s] xi.
Then the following holds:

1. F is correct with respect to F .

2. F is uniform.

Proof. Let us prove 1. Function F is correct with respect to F because

∑
j∈[t]

Fj(x) =
∑

j∈[t−1]

Fj(x) + Ft(x) = F

∑
i∈[s]

xi

 .

Let us prove 2. Let x ∈ X and let y ∈ Sht(F (x)). Consider the system

y1 = F1(x)
y2 = F2(x)
. . .

yt = Ft(x)
x =

∑
i∈[s] xi

(7)

in the variable x ∈ Xs. Observe that the number of solutions of system (7) is equal to
|Shs(x) ∩ (F)−1(y)|. So if we prove that system (7) has exactly |X|s−1/|Y|t−1 solutions,
then we have that F is uniform. To do that, we are going to turn system (7) into a
triangular system. Observe that by summing the first t equations of system (7), we have
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that
∑

j∈[t] yj =
∑

j∈[t] Fj(x) = F
(∑

i∈[s] xi

)
= F (x). So we can replace the t-th equation

of system (7) with the equation
∑

j∈[t] yj = F (x). For any j ∈ [t − 1], we claim that we
can replace the j-th equation of system (7) with a condition of the form xj ∈ Γj(xi)i∈[j−1]
where Γj(xi)i∈[j−1] ⊆ X has cardinality |X|/|Y| for all (xi)i∈[j−1] ∈ Xj−1. So we have that
system (7) is equivalent to the following system

xj ∈ Γj(xi)i∈[j−1], j ∈ [t − 1]∑
j∈[t] yj = F (x)

x =
∑

i∈[s] xi

. (8)

System (8) can be solved in the following way. Let x ∈ Xs be any solution of system (8).
By solving the first t − 1 equations in order, we have that the number of choices of the
first t − 1 coordinates of x are exactly (|X|/|Y|)t−1. Observe that the t-th equation is
not written in terms of x. By using the t + 1-th equation, we have that there are |X|s−t

choices for the remaining s − t coordinates of x. So the number of solutions of system (8)
is (|X|)s−1/(|Y|)t−1 and so is the number of solution of system (7).

Let us prove that for any j ∈ [t − 1] we can replace the j-th equation of system (7) with
a condition of the form xj ∈ Γj(xi)i∈[j−1] where Γj(xi)i∈[j−1] ⊆ X has cardinality |X|/|Y|.
By using the t + 1-th equation of system (7), we have that

∑
i∈[j,s] xi = x −

∑
i∈[j−1] xi.

Therefore, the term Cj(x(j)) depends only on (xi)i∈[j−1]. Suppose that bj = 0. Then
yj = Pj(xj) + Cj(x(j)) and so we have that

Γj(xi)i∈[j−1] = P −1
j

(
yj − Cj(x(j))

)
and that Γj(xi)i∈[j−1] has cardinality |X|/|Y| because Pj is balanced. Suppose that bj = 1.
Then yj = Pj(

∑
i∈[j+1,s] xi) + Cj(x(j)) and xj ∈ Γj(xi)i∈[j−1] = (x −

∑
i∈[j−1] xi) −

P −1
1 (y1 − C1(x)) because

yj = Pj

 ∑
i∈[j+1,s]

xi

+ Cj(x(j))

∑
i∈[j+1,s]

xi ∈ P −1
j

(
yj − Cj(x(j))

)

xj ∈

 ∑
i∈[j−1]

xi − x

− P −1
j

(
yj − Cj(x(j))

)
= Γj(xi)i∈[j−1]

by using the t + 1-th equation of system (7). We claim that Γj(xi)i∈[j−1] has cardinality
|X|/|Y|. Since Pj is balanced, the set P −1

j

(
yj − Cj(x(j))

)
has cardinality |X|/|Y| and so it

has any of its translation. This proves that Γj(xi)i∈[j−1] has cardinality |X|/|Y|.

In the previous theorem, we have established some sufficient condition to construct
a correct and uniform function. With the following lemma, we will address the non-
completeness property. This follows the same rationale of the proof of the construction in
[PAB+23].

Lemma 4. Let F : X → Y be a function such that X and Y are Abelian groups. If
d = d◦(F ) < ∞, then for any positive integer s ≥ d + 2 we have that F admits the
following functional expansion of the s-th order:

F

∑
i∈[s]

xi

 =
∑

j∈[2,d+1]

∑
I∈Pj−2

(−1)j−|I|F

∑
i∈I

xi +
∑

i∈[j,s]

xi

+
∑

I∈Pd

(−1)d−|I|F

(∑
i∈I

xi

)
.
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Proof. Let zi = xi for i = 1, . . . , d and zd+1 =
∑

i∈[d+1,s] xi. Then the result follows by
using [PAB+23, Lemma 2] and Lemma 2:

F

∑
i∈[s]

xi

 = F

 ∑
i∈[d+1]

zi

 =
∑

I′∈P∗
d+1

(−1)d−|I′|F

(∑
i∈I′

zi

)

=
∑

j∈[2,d+1]

∑
I∈Pj−2

(−1)d−|I|−(d−j)F

∑
i∈I

zi +
∑

i∈[j,d+1]

zi

+
∑

I∈Pd

(−1)d−|I|F

(∑
i∈I

zi

)

=
∑

j∈[2,d+1]

∑
I∈Pj−2

(−1)j−|I|F

∑
i∈I

xi +
∑

i∈[j,s]

xi

+
∑

I∈Pd

(−1)d−|I|F

(∑
i∈I

xi

)
.

Lemma 5. Suppose to be in the hypothesis of Theorem 1. Let d be a positive integer. If
d◦(F ) ≤ d and t = d + 2, then there exists at least one choice of C1, . . . , Cd+1 such that the
following holds:

• C1 is constant,

• for any j ∈ [2, d + 1] and any a ∈ X we have that ∂j−1
a Cj = 0.

• there exists k ∈ [d + 1, s] such that ∂k
aFd+2 = 0 for all a ∈ X.

In this case, F is a threshold implementation of F .

Proof. We set C1 = 0 and

Cj(x(j)) =
∑

I∈Pj−2

(−1)j−|I|F

∑
i∈I

xi +
∑

i∈[j,s]

xi

− bj−1 · Pj−1

 ∑
i∈[j,s]

xi


for any j ∈ [2, d + 1] and any x ∈ Xs. So C1, . . . , Cd+1 satisfy the first two items. Let us
prove the last item. By using Lemma 4, we have that Fd+2(x) is equal to

F

∑
i∈[s]

xi

−
∑

j∈[d+1]

Cj(x(j)) + (1 − bj) · Pj (xj) + bj · Pj

 ∑
i∈[j+1,s]

xi


=F

∑
i∈[s]

xi

−
∑

j∈[2,d+1]

∑
I∈Pj−2

(−1)j−|I|F

∑
i∈I

xi +
∑

i∈[j,s]

xi


−

∑
j∈[d+1]

(1 − bj) · Pj (xj) − bd+1 · Pd+1

 ∑
i∈[d+2,s]

xi


=
∑

I∈Pd

(−1)d−|I|F

(∑
i∈I

xi

)
−

∑
j∈[d+1]

(1 − bj) · Pj (xj) − bd+1 · Pd+1

 ∑
i∈[d+2,s]

xi

 .

So we have that ∂d+2
a Fd+2(x) = 0 if bd+1 = 0 and ∂d+1

a Fd+2(x) = 0 if bd+1 = 1.
Let us show that F is a threshold implementation of F . Since all the hypothesis of

Theorem 1 are satisfied, then F is correct and uniform. To conclude, we claim that F
is non-complete. Let a ∈ X and x ∈ Xs. Since C1 is constant, we have that ∂2

aF1 = 0 if
b1 = 0 and ∂1

aF1 = 0 if b1 = 1. For any j ∈ [2, d + 1], we have that ∂j−1
a Fj = ∂j−1

a Cj = 0.
Then there exists k ∈ [d + 1, s] such that ∂k

aFd+2 = 0.
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Remark 5. Let F be as in Lemma 5. If F is balanced, we can set Pj = F .

Theorem 2. Let X and Y be finite Abelian groups such that |X| is divisible by |Y|. Let
s, d be positive integers such that s ≥ d + 2. Then any function F : X → Y with functional
degree at most d admits a threshold implementation F with s shares in input and d + 2
shares in output.

Proof. Take F as in Lemma 5.

Corollary 1. Let m, n, p, s, d be positive integers such that m ≤ n, s ≥ d + 2, and p is a
prime. Then any function F : Fn

p → Fm
p with algebraic degree at most d admits a threshold

implementation F with s shares in input and d + 2 shares in output.

Proof. By Proposition 3, we have that d◦(F ) = da(F ). So we can conclude by Theorem
2.

Remark 6 (On the curious case where X and Y are not finite). Let F : X → Y where X
and Y are Abelian groups not necessarily finite. In this case, the correctness property and
the non-completeness property are still well-defined while the uniformity property needs
the notion of balancedness which is not well-defined if X or Y have infinite cardinality.
However, there is a special case in which we can still give a notion of uniformity that
is the case where |X| = |Y| and F : Xs → Ys. We can say that F is uniform if and
only if for any x ∈ X the restriction of F : Shs(x) → Shs(F (x)) is bijective. So it is
straightforward to adapt Theorem 1 by using the term “bijective” everywhere we have the
term “balanced”. Moreover, we recall that Lemma 4 do not require X and Y to be finite.
Since this generalization is out of the scope of this paper, we will not provide a proof of
this claim.

5.1 The multiplication map
We provide an example on how to construct a threshold implementation with 4 shares for
the multiplication map.

Let R be a finite ring. Let F : R2 → R be the multiplication map, i.e. F (a, b) = ab.
Then F has functional degree 2. Indeed, it is not affine so we have that d◦(F ) > 1. Let
a1, a2, a3, b1, b2, b3 ∈ R, then

F (a1 + a2 + a3, b1 + b2 + b3) = (a1 + a2 + a3)(b1 + b2 + b3) =
∑

i,j∈[3]

aibj

=(a1 + a2)(b1 + b2) + (a1 + a3)(b1 + b3) + (a2 + a3)(b2 + b3) − a1b1 − a2b2 − a3b3

=
2∑

j=0

∑
I∈P3,j

(−1)2−jF

(∑
i∈I

ai,
∑
i∈I

bi

)
.

So we have that d◦(F ) = 2. Let L : R2 → R defined by L(a, b) = a + b. Let x =
(x1, x2, x3, x4) ∈ (R2)4 where xi = (ai, bi) ∈ R2 for i ∈ [4]. Let F : (R2)4 → R4 defined by
in Theorem 2 with s = d + 2, b equal to zero, and Pj = L for j ∈ [4]. So F(x) is equal to

L(a1, b1)
L(a2, b2) + F

(∑
i∈[2,4] ai,

∑
i∈[2,4] bi

)
L(a3, b3) + F

(
a1 +

∑
i∈[3,4] ai, b1 +

∑
i∈[3,4] bi

)
− F

(∑
i∈[3,4] ai,

∑
i∈[3,4] bi

)
∑

I∈P2
(−1)2−|I|F

(∑
i∈I ai,

∑
i∈I bi

)
− L(a1, b1) − L(a2, b2) − L(a3, b3)
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and to 
a1 + b1

a2 + b2 +
∑

i,j∈[2,4] aibj

a3 + b3 + a1b1 + a1b3 + a1b4 + a3b1 + a4b1
a1b2 + a2b1 − a1 − a2 − a3 − b1 − b2 − b3

 .

6 On the Integer-Valued (IV) polynomial representation
In this section, we provide more tools to compute the functional degree of a given function
between finite Abelian groups. Then we introduce the IV polynomial representation for
such functions. At the end, we compute the functional degree and the IV polynomial
representation of conversion maps between Fn

p and Zpn .

6.1 The partial degree
A useful notion is the one of partial degree introduced in section 5 of [AM21].

Definition 7. Let F :
∏

i∈[n] Xi → Y where X1, . . . ,Xn,Y are Abelian groups. Then the
partial degree of F in i ∈ [n] is defined by

d◦
i (F ) = sup({d◦(F ◦ ιi,b) : b ∈ X})

where ιi,b : Xi → X is defined by a 7→ (b1, . . . , bi−1, a, bi+1, . . . , bn).

A simple observation is the following proposition.

Proposition 7. Let F :
∏

i∈[n] Xi → Y where X1, . . . ,Xn,Y are Abelian groups. Then we
have that

d◦
i (F ) = inf({d ∈ N | ∂i,(d+1)

a F = 0 for all a ∈ Xi}).

Proof. Let b ∈ X and ιi,b as in Definition 7. For any a, xi ∈ Xi we have that ∆a(F ◦
ιi,b)(xi) = ∂i

aF (x) where x = ιi,b(xi). This concludes the proof since for any x ∈
∏

i∈[n] Xi

we have that x = ιi,x(xi) where x = (x1, . . . , xn) ∈
∏

i∈[n] Xi.

The notion of partial degree can be used to estimate the functional degree of F .

Proposition 8 ([AM21, Theorem 5.2]). Let F :
∏

i∈[n] Xi → Y where X1, . . . ,Xn,Y are
Abelian groups. Then we have that

d◦
i′(F ) ≤ d◦(F ) ≤

∑
i∈[n]

d◦
i (F )

for any i′ ∈ [n].

Computing the functional degree by applying directly Definition 6 could be computa-
tionally challenging. Fortunately, [AM21, Lemma 2.2] provides a way to simplify such a
problem. Let A ⊆ X be a generator set of X, then it is enough to verify Fréchet’s equation
(5) for all a ∈ Ad+1. We are interested in the case where X = Zn.

Lemma 6. Let Y be an Abelian group and P : Zn → Y. Then we have the following.

1. For any d ∈ N, we have that d◦(P ) ≤ d if and only if ∂(d)P = 0 for all d ∈ Nn such
that

∑
i∈[n] di = d + 1.

2. For any i ∈ [n] and any d ∈ N, we have that d◦
i (P ) ≤ d if and only if ∂i,(d+1)P = 0.

3. If for all i ∈ [n] we have ∂iP = 0, then P is constant.



Enrico Piccione 17

Proof. Let us prove 1. By using [AM21, Lemma 2.2], we can take A = {e1, . . . , en} where
ei = (ei,1, . . . , ei,n) ∈ Zn and ei,j = 0 if i ≠ j and ei,i = 1. Then we have that ∆ei

F = ∂iF .
To prove 2, it is enough to use item 1 and the characterization of the partial degree

given in Proposition 7.
Let us prove 3. Consider the case n = 1. If ∂1P = ∆P = 0, then P (x + 1) = P (x)

for all x ∈ Z. Since Z is generated by 1, this implies that P (x) = P (0) for all x ∈ Z.
Therefore, we have that P is constant. If n > 1, then each of the condition ∂iP = 0 for
some i ∈ [n] implies that P does not depend on its i-th coordinate. Therefore, we have
that P is constant.

6.2 The IV polynomial representation
We present the connection between IV polynomials and the functional degree. This has
been presented in [CS23], but we give an original self-contained presentation to guide the
reader. We will often consider IV polynomials as functions without specifying it.

Lemma 7. Let d ∈ Nn, then we have that d◦(x1,...,xn

d1,...,dn

)
=
∑

i∈[n] di and d◦
i

(
x1,...,xn

d1,...,dn

)
= di

for all i ∈ [n].

Proof. Let d ∈ N, observe that ∆
(

x
d

)
=
(

x+1
d

)
−
(

x
d

)
=
(

x
d−1
)

by Pascal’s rule. Then
∆(k)(x

d

)
=
(

x
d−k

)
for any k ∈ N. Similarly for any d, k ∈ Nn, we have that

∂(k)
(

x1, . . . , xn

d1, . . . , dn

)
=
∏

i∈[n]

(
x

di − ki

)
.

If
∑

i∈[n] ki ≤
∑

i∈[n] di then there is a choice of k ∈ Nn such that ki ≤ di for all i ∈ [n]
and therefore ∂(k)(x1,...,xn

d1,...,dn

)
̸= 0. If

∑
i∈[n] ki =

∑
i∈[n] di + 1, then there exists i ∈ [n] such

that ki > di and therefore ∂(k)(x1,...,xn

d1,...,dn

)
= 0. So we have that d◦(x1,...,xn

d1,...,dn

)
=
∑

i∈[n] di.
Similarly, we have that d◦

i

(
x1,...,xn

d1,...,dn

)
= di for all i ∈ [n].

Definition 8 (IV polynomial representation). Let Y be an Abelian group and let P : Zn →
Y. We say that P admits an IV polynomial representation if we can write P as

P (x1, . . . , xn) =
∑

d∈Nn

∂(d)P (0)
(

x1, . . . , xn

d1, . . . , dn

)

and ∂(d)P (0) ̸= 0 only for finitely many d ∈ Nn.

Lemma 8. Let Y be an Abelian group and P : Zn → Y with d◦(P ) < ∞. Then we have
that

d◦(P ) = sup

∑
i∈[n]

di : ∂(d)P (0) ̸= 0


and that

d◦
i (P ) = sup{d ∈ N | ∂i,(d)P (0) ̸= 0}.

Proof. Let d = d◦(P ) and let d′ = sup{
∑

i∈[n] di : ∂(d)P (0) ̸= 0}. Then we have that
d′ ≤ d. Suppose that d′ < d and let d ∈ Nn be such that

∑
i∈[n] di = d. We have that

Q = ∂(d)P is constant by item 3 of Lemma 6 and Q(0) = 0 by hypothesis. Therefore, we
have Q = 0. So we have that d◦(P ) < d by item 1 of Lemma 6 and this is a contradiction.

Let i ∈ [n]. Since d◦(P ) < ∞, then d◦
i (P ) < ∞. Similarly as before, we have that

d◦
i (P ) = sup{d : ∂i,(d)P (0) ̸= 0}.
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Proposition 9. Let Y be an Abelian group and let P : Zn → Y. Then d◦(P ) < ∞ if and
only if P admits an IV polynomial representation. Moreover, d◦(P ) is equal to the degree
of the IV polynomial.

Proof. By construction, we already know that if P admits an IV polynomial representation,
then d◦(P ) < ∞.

Suppose that d◦(P ) < ∞, then ∂(d)P (0) ̸= 0 only for finitely many d ∈ Nn. Let

P̄ (x1, . . . , xn) =
∑

d∈Nn

∂(d)P (0)
(

x1, . . . , xn

d1, . . . , dn

)
,

then for any k ∈ Nn we have that

∂(k)(P − P̄ )(0) = ∂(k)P (0) −
∑

d∈Nn

∂(d)P (0)
∏

i∈[n]

(
0

di − ki

)
=∂(k)P (0) − ∂(k)P (0) = 0.

By Lemma 8, we can conclude that d◦(P − P̄ ) = 0 and that P − P̄ is constant. Since
P̄ (0) = ∂(0)P (0) = P (0), we have that P = P̄ .

Let Y be an Abelian group and X =
∏

i∈[n] Zqi
for some qi ∈ N where we recall that

Z0 = Z and Z1 = {0}. We say that P : Zn → Y is the pullback of a function F : X → Y if
P = F ◦ ε where ε : Zn → X defined by

ε(x1, . . . , xn) = (x1 + q1Z, . . . , xn + qnZ). (9)

Proposition 10. Let Y be an Abelian group and X =
∏

i∈[n] Zqi
for some qi ∈ N. Let

F : X → Y and P : Zn → Y be the pullback of F . Then d◦(F ) = d◦(P ).

Proof. Let ε : Zn → X be as in (9). It is clear that if F is constant, then P is also
constant and so they have the same functional degree 0. Suppose that F is not constant.
Let d ∈ N, a = (a1, . . . , ad+1) ∈ Xd+1, and x ∈ X such that ∆(d+1)

a F (x) ̸= 0. Let
x′ ∈ Zn and a′ = (a′

1, . . . , a′
d+1) ∈ (Zn)d+1 be such that ε(x′) = x and ε(a′

i) = ai for
i ∈ [n]. Then we have that ∆(d+1)

a′ P (x′) ̸= 0. So we have that d◦(F ) ≤ d◦(P ). So if
d◦(F ) = ∞, then d◦(P ) = ∞. If d◦(F ) < ∞, then by [AM21, Theorem 4.3], we have that
d◦(P ) = d◦(F ◦ ε) ≤ d◦(F ) · d◦(ε) = d◦(F ) because d◦(ε) = 1.

6.3 On the functions of the form f : ∏i∈[n] Zpαi → Zpβ

By Proposition 6, we have that to study all the functions with finite functional degree and
between finitely generated Abelian groups, it is enough to consider functions of the form
f :
∏

i∈[n] Zpαi → Zpβ . In [CS22], the author proves the best possible upper bound for
such functions.

Proposition 11 ([CS22, Theorem 4.9]). Let p be prime and α1, . . . , αn, β be positive
integers. Let δp(α, β) =

∑
i∈[n] pαi − n + (β − 1)(p − 1)pαmax−1 where αmax = maxi∈[n] αi.

Then the best upper bound of the functional degree of any f :
∏

i∈[n] Zpαi → Zpβ is given by

d◦(f) ≤ δp(α, β)

and it is reached by the function f defined by f(x) = 1 if x = 0 and f(x) = 0 otherwise.

Observe that the bound in Proposition 11 also holds for functions f : Fn
p → Fp since

δp(1, 1) = n(p − 1).
To conclude, we show that for any function F : Fn

p → Fm
p there is an IV polynomial

representation that coincides with its algebraic normal form (1).
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Proposition 12. Let p be a prime and F : Fn
p → Fm

p . Then the IV polynomial representa-
tion of F coincides with its algebraic normal form (1).

Proof. Let P = F ◦ ε be the pullback of F where ε is defined by in (9). For i ∈ [n], we
have that d◦

i (P ) = d◦
i (F ) ≤ δp(1, 1) = p − 1 by the bound in Proposition 11. So we have

that
P (x1, . . . , xn) =

∑
d∈{0,...,p−1}n

Pd

(
x1, . . . , xn

d1, . . . , dn

)
,

where Pd ∈ Fm
p . Let d ∈ {1, . . . , p − 1}, then(

x

d

)
= x(x − 1) · · · (x − d + 1)

d! = (d!)−1x(x − 1) · · · (x − d + 1) ∈ Fp[x]

because d! ∈ Fp \ {0}. So, for any d ∈ {0, . . . , p − 1}n we have that(
x1, . . . , xn

d1, . . . , dn

)
=

∏
i∈[n] : di ̸=0

(di!)−1xi(xi − 1) · · · (xi − di + 1).

Let λ : Fn
p → Zn be an injective homomorphism such that ε ◦ λ is the identity over Fn

p .
Since P ◦ λ = F ◦ ε ◦ λ = F , then we can conclude the proof by the uniqueness of the
ANF.

6.4 The Integer-Valued (IV) polynomial representations of conversion
maps between Fn

p and Zpn

Let p be a prime and n be a positive integer. We consider the conversion map Zpn → Fn
p

and its inverse with particular interest for the case p = 2. By computing the functional
degree, we quantify the amount of shares that are necessary to convert from a Boolean
sharing to an arithmetic sharing and vice versa.

We recall that since Zp = Fp, then Fn
p = Zn

p , but Zn
p ̸= Zpn for n ≥ 2. For clarity, we

will write any element of Zpn in the form x + pnZ where x ∈ {0, . . . , pn − 1} ⊆ Z and any
element of Fn

p in the form (x1 +pZ, . . . , xn +pZ) where (x1, . . . , xn) ∈ {0, . . . , p−1}n ⊆ Zn.
We consider the natural conversion map from τ (n) : Zpn → Fn

p that takes x + pnZ with
x ∈ {0, . . . , pn − 1}, its p-adic expansion x =

∑
i∈[n] xip

i−1 with xi ∈ {0, . . . , p − 1} and
maps it to (x1 + pZ, . . . , xn + pZ) ∈ Fn

p . In order to show the IV polynomial representation
of τ (n) we need to prove the following lemma which is a consequence of the Lucas Theorem
(see Subsection 2.3).
Lemma 9. Let x ∈ Z and let (x1, . . . , xn) ∈ {0, . . . , p − 1}n ⊆ Zn be such that x =∑

i∈[n] xip
i−1 (mod pn). Then we have that(

x

pj−1

)
= xj (mod p)

for any j ∈ [n].

Proof. The proof is in Appendix A.2

Remark 7. Digit extraction is an important step in the bootstrapping for the Homomorphic
Encryption scheme BGV and BFV [GV23]. It consists in taking a positive integer x, its
p-adic expansion

∑
i∈[n] xip

i−1 and compute directly some xj by using only addition,
multiplications and modulo reductions on x. In [GIKV23], they approach this problem by
using “polyfunctions” which are polynomials in Zpn [x] represented using the factorial basis
{x(x − 1) · · · (x − d + 1)}d∈N. This representation is closely related to the IV polynomial
representation since

(
x
d

)
= x(x−1)···(x−d+1)

d! .
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Let τ (n) : Zpn → Fn
p be defined by

x =
∑
i∈[n]

xip
i−1 + pnZ 7→ τ (n)(x) = (x1 + pZ, . . . , xn + pZ)

where (x1, . . . , xn) ∈ {0, . . . , p − 1}n ⊆ Zn.

Proposition 13. Let p be a prime number and n a positive integer. Let ei ∈ Fn
p be the

vector of all zeroes except for the i-th coordinate which is equal to 1 + pZ. Then the IV
polynomial representation of τ (n) is given by

τ (n)(x) =
∑
i∈[n]

ei

(
x

pi−1

)

and we have that d◦(τ (n)) = pn−1.

Proof. It follows from Lemma 9.

It is clear that the functional degree of τ (n) is absurdly high for any practical application,
since it grows exponentially with n. We will decompose τ (n) into functions of functional
degree at most (n − 1)(p − 1) + 1 which is clearly an improvement since it grows linearly
with n. Before doing that we need to investigate the IV polynomial representation
σ(n) = (τ (n))−1.

We need to define the following functions. Let χ : Z → Z be the function defined
by χ(x) = 1 if x = 0 (mod p) and χ(x) = 0 otherwise. Let χ(n) : Zp → Zpn be defined
by χ(n)(x + pZ) = χ(x) + pnZ. Let ω : Z → Z be such that ω(x) = x mod p and
ω(x) ∈ {0, . . . , p − 1}. Let ω(n) : Zp → Zpn be defined by ω(n)(x + pZ) = ω(x) + pnZ.

Lemma 10. Let p be a prime number and n a positive integer. Let k be a positive integer
such that k ≤ n. Then d◦(pkχ(n)) = d◦(χ(n−k)) and d◦(pkω(n)) = d◦(ω(n−k)).

Proof. We show it for χ since the proof for ω is almost identical. Let d ∈ N then we
have that that pk∆(d+1)χ(n) = 0 if and only if pk∆(d+1)χ = 0 (mod pn) if and only if
∆(d+1)χ = 0 (mod pn−k) if and only if ∆(d+1)χ(n−k) = 0. This is enough to conclude the
proof.

Lemma 11. Let p be a prime number and n a positive integer. Then we have that
d◦(χ(n)) = n(p − 1) and the IV polynomial representation of χ(n) is given by χ(n)(x) =∑n(p−1)

d=0 χd

(
x
d

)
where

χd =

d−ω(d)
p∑

b=0
(−1)d−bp

(
d

bp

)
. (10)

Proof. The first part is given by Proposition 11. By Equation (4), we have that

χd =
d∑

a=0
(−1)d−a

(
d

a

)
χ(a) =

k∑
b=0

(−1)d−bp

(
d

bp

)
where k ∈ N is the biggest such that kp ≤ d. We conclude by observing that d − ω(d) =
kp.

Lemma 12. Let p be a prime number and n a positive integer. Then we have that
d◦(ω(n)) = (n − 1)(p − 1) + 1 and the IV polynomial representation of ω(n) is given by

ω(n)(x) =
(

x

1

)
+

∑
d∈[2,(n−1)(p−1)+1]

ωdp

(
x

d

)



Enrico Piccione 21

where ωd = −χd − χd−1 and χd is as in (10). In particular, if p = 2 we have that
ωd = (−1)d−12d−2.

Proof. Observe that d◦(ω(1)) = 1. Suppose that n > 1. Observe that ∆ω(x) = 1 − p if x =
p−1 (mod p) and ∆ω(x) = 1 otherwise. So we have that ∆ω(x) = 1−pχ(x+1). So for any
d ∈ N with d ≥ 2 we have that ∆(d)ω(x) = −p∆(d−1)χ(x+1) = −p∆(d)χ(x)−p∆(d−1)χ(x).
By Lemma 10, we have d◦(pχ(n)) = d◦(χ(n−1)). So we have that d◦(ω(n)) = d◦(χ(n−1)) + 1
and d◦(ω(n)) = (n − 1)(p − 1) + 1 by Proposition 11.

Suppose that p = 2, then ω(x) = 1−(−1)x

2 for any x ∈ Z. We claim that ∆(d)ω(x) =
2d−1(−1)x+d−1. For k = 1, we have that ∆ω(x) = 1−(−1)x+1

2 − 1−(−1)x

2 = (−1)x. Suppose
the claim is true for d ≥ 1 and let us prove it for d + 1. We have that

∆(d+1)ω(x) = ∆∆(d)ω(x) = 2d−1 ((−1)x+d − (−1)x+d−1) = 2d(−1)x+d.

This concludes the proof because ωd = ∆(d)ω(0)/2 = 2d−2(−1)d−1.

Proposition 14. Let p be a prime number and n a positive integer. We have that
d◦(σ(n)) = (n − 1)(p − 1) + 1 and that the IV polynomial representation of σ(n) is given by

σ(n)(x1, . . . , xn) =
∑
i∈[n]

pi−1
(

xi

1

)
+

∑
i∈[n−1]

∑
di∈[2,(n−i)(p−1)+1]

ωdip
i

(
xi

di

)
.

where ωd is as in Lemma 12.

Proof. Observe that σ(n) : Fn
p → Zpn can be defined by σ(n)(x1, . . . , xn) =

∑
i∈[n] ω(n)(xi)pi−1.

Let P : Zn → Zpn be the pullback of σ(n). Then the IV polynomial representation of
σ(n) is equal to the IV polynomial representation of P . We observe that if i, j ∈ [n]
are such that i ̸= j, then we have that ∂i

1∂j
1P (x) = 0. So we have that P (x) =∑

i∈[n]
∑

di∈N

(
∂

i,(di)
1 P (0)

) (
xi

di

)
+ pnZ. So for any i ∈ [n], we have that ∂i,(di)P (0) =

∆(di)ω(n)(0)pi−1 and that the functional degree of the map x 7→ ω(n)(x)pi−1 is equal
to d◦

i (σ(n)). By Lemma 10, we have d◦(pi−1ω(n)) = d◦(ω(n−i+1)). So we have that
d◦

i (σ(n)) = d◦(ω(n−i+1)). By Lemma 12, we have that d◦
i (σ(n)) = (n − i + 1)(p − 1) + 1 and

therefore d◦(σ(n)) = (n − 1)(p − 1) + 1. By Lemma 12 again, we have ∆(0)ω(n)(0)pi−1 = 0,
∆(1)ω(n)(0)pi−1 = pi−1, and ∆(di)ω(n)(0)pi−1 = ωdi

pi.

Instead of using the function τ (n) which have high functional degree, it is possible
to write it as compositions of functions with small functional degree. Let us consider
ζ(n) : Zpn → Zpn−1 × Zp with n ≥ 2 defined by

x =
∑
i∈[n]

xip
i−1 + pnZ 7→ ζ(n)(x) = (x1 + pZ,

∑
i∈[2,n]

xip
i−2 + pn−1Z)

where (x1, . . . , xn) ∈ {0, . . . , p − 1}n ⊆ Zn. By Lemma 9, we have that the IV polynomial
representation of ζ(n) is

ζ(n)(x) =
(

x

1

)
e1 + η(n)(x)e2

where e1 = (1 + pZ, 0 + pn−1Z), e2 = (0 + pZ, 1 + pn−1Z), and η(n) : Zpn → Zpn−1 defined
by

x =
∑
i∈[n]

xip
i−1 + pnZ 7→ η(n)(x) =

∑
i∈[2,n]

xip
i−2 + pn−1Z
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where (x1, . . . , xn) ∈ {0, . . . , p − 1}n ⊆ Zn. So we can write

x
ζ(n)

7−−→
((

x

1

)
, η(n)(x)

)
(idZp ,ζ(n−1))
7−−−−−−−−→

((
x

1

)
,

(
η(n)(x)

1

)
, η(n−1)(η(n)(x))

)
=
((

x

1

)
,

(
x

2

)
, η(n−1)(η(n)(x))

)
(idZp ,idZp ,ζ(n−2))
7−−−−−−−−−−−→ · · ·

(idZp ,...,idZp ,ζ(2))
7−−−−−−−−−−−→ τ (n)(x).

By using the IV polynomial representation of ζ(n), we have that d◦(ζ(n)) = d◦(η(n))
because η(n) is not a constant function.

Proposition 15. Let p be a prime number and n a positive integer. We have that
d◦(η(n)) = (n − 1)(p − 1) + 1 and that the IV polynomial representation of η(n) is given by

η(n)(x) =
∑

d∈[2,(n−1)(p−1)+1]

(−ωd)
(

x

d

)
where ωd is as in Lemma 12.

Proof. We observe that η(n)(x) = σ(n−1)
((

x
p

)
,
(

x
p2

)
, . . . ,

(
x

pn−1

))
and therefore

η(n)(x) =
∑

i∈[n−1]

pi−1
(( x

pi

)
1

)
+

∑
i∈[n−2]

∑
di∈[2,(n−i−1)(p−1)+1]

ωdpi

(( x
pi

)
di

)
by Proposition 14. Observe that the following holds:

η(n)(x) −
∑

d∈[2,(n−1)(p−1)+1]

(−ωd)
(

x

d

)
= η(n)(x) +

∑
d0∈[2,n]

ωd0

((x
1
)

d0

)

=
∑

i∈[n−1]

pi−1
(

x

pi

)
+

n−2∑
i=0

∑
di∈[2,(n−i−1)(p−1)+1]

ωdip
i

(( x
pi

)
di

)
(mod pn−1).

Since σ(n) ◦ τ (n) is the identity function, we have that the following holds:(
x

1

)
=
∑
i∈[n]

pi−1
(( x

pi−1

)
1

)
+

∑
i∈[n−1]

∑
d′

i
∈[2,(n−i)(p−1)+1]

ωd′
i
pi

(( x
pi−1

)
d′

i

)
(mod pn)

(
x

1

)
=
∑
i∈[n]

pi−1
(

x

pi−1

)
+

∑
i∈[n−1]

∑
d′

i
∈[2,(n−i)(p−1)+1]

ωd′
i
pi

(( x
pi−1

)
d′

i

)
(mod pn)

0 =
∑

i∈[n−1]

pi

(
x

pi

)
+

n−2∑
i=0

∑
di∈[2,(n−i−1)(p−1)+1]

ωdip
i+1
(( x

pi

)
di

)
(mod pn)

0 = p

 ∑
i∈[n−1]

pi−1
(

x

pi

)
+

n−2∑
i=0

∑
di∈[2,(n−i−1)(p−1)+1]

ωdi
pi

(( x
pi

)
di

) (mod pn)

0 =
∑

i∈[n−1]

pi−1
(

x

pi

)
+

n−2∑
i=0

∑
di∈[2,(n−i−1)(p−1)+1]

ωdi
pi

(( x
pi

)
di

)
(mod pn−1).

This concludes the proof.
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A Appendix
A.1 Proof of Proposition 5
Proof. Let s ≥ d+1 and x1, . . . , xs ∈ X. By using Lemma 2, we know that if the functional
expansion (6) holds then F has functional degree at most d. We claim that if F has
functional degree at most d, then the functional expansion (6) holds. The case s = d + 1 is
exactly the expression given by 2 in Lemma 2 because µd+1,d(j) = (−1)d−j

(
d−j
d−j

)
= (−1)d−j .

We continue the proof by induction on s. Let x1, . . . , xs+1 ∈ X. We defin
Set zi = xi for i ∈ [s − 1] and zs = xs + xs+1. By using the induction hypothesis, we

have that

F

 ∑
i∈[s+1]

xi

 = F

∑
i∈[s]

zi

 =
d∑

j=0
µs,d(j)

∑
I∈Ps,j

F

(∑
i∈I

zi

)

=
d∑

j=0
µs,d(j)

∑
I∈Ps−1,j

F

(∑
i∈I

zi

)
+

d∑
j=1

µs,d(j)
∑

I∈Ps−1,j−1

F

(∑
i∈I

zi + zs

)

=
d∑

j=0
µs,d(j)

∑
I∈Ps−1,j

F

(∑
i∈I

xi

)
+

d∑
j=1

µs,d(j)
∑

I∈Ps−1,j−1

F

(∑
i∈I

xi + xs + xs+1

)

We continue by decomposing the second term of the last expression. We have that
d∑

j=1
µs,d(j)

∑
I∈Ps−1,j−1

F

(∑
i∈I

xi + xs + xs+1

)

=
d∑

j=2
µs,d(j − 1)

∑
I∈Ps−1,j−2

F

(∑
i∈I

xi + xs + xs+1

)
+

∑
I∈Ps−1,d−1

F

(∑
i∈I

xi + xs + xs+1

)

because µs,d(d) = 1.
We continue by considering the second term of the last expression. By Lemma 2, we

have that∑
I∈Ps−1,d−1

F

(∑
i∈I

xi + xs + xs+1

)
=

∑
I∈Ps−1,d−1

d∑
j=0

(−1)d−j
∑

J⊆I∪{s,s+1} : |J|=j

F

(∑
i∈J

xi

)

=
d∑

j=0
(−1)d−j

∑
J∈Ps+1,j

∑
I∈Ps−1,d−1
J⊆I∪{s,s+1}

F

(∑
i∈J

xi

)

=
d∑

j=0
(−1)d−j

∑
I∈Ps+1,j

∑
J∈Ps−1,d−1
I⊆J∪{s,s+1}

F

(∑
i∈I

xi

)

Let j ∈ {0, . . . , d} and let I ∈ Ps+1,j . Let us count the number of J ∈ Ps−1,d−1 such that
I ⊆ J ∪ {s, s + 1}. We have 4 cases:

Case s, s + 1 ̸∈ I: In this case, j ≤ d − 1 and we have to count the number of subsets
of [s − 1] \ I with cardinality d − j − 1. That is

(
s−j−1
d−j−1

)
.

Case s ∈ I and s + 1 ̸∈ I: In this case, we have to count the number of subsets of
[s − 1] \ (I \ {s}) with cardinality (d − 1) − (j − 1). That is

(
s−j
d−j

)
.

Case s ̸∈ I and s + 1 ∈ I: Similarly to the previous case, it is
(

s−j
d−j

)
.

Case s, s + 1 ∈ I: In this case, we have to count the number of subsets of [s − 1] \ (I \
{s, s + 1}) with cardinality (d − 1) − (j − 2). That is

(
s−j+1
d−j+1

)
.
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So we have that
d∑

j=0
(−1)d−j

∑
I∈Ps+1,j

∑
J∈Ps−1,d−1
I⊆J∪{s,s+1}

F

(∑
i∈I

xi

)
=

=
d−1∑
j=0

(−1)d−j

(
s − j − 1
d − j − 1

) ∑
I∈Ps−1,j

F

(∑
i∈I

xi

)

+
d∑

j=1
(−1)d−j

(
s − j

d − j

) ∑
I∈Ps−1,j−1

(
F

(∑
i∈I

xi + xs

)
+ F

(∑
i∈I

xi + xs+1

))

+
d∑

j=2
(−1)d−j

(
s − j + 1
d − j + 1

) ∑
I∈Ps−1,j−2

F

(∑
i∈I

xi + xs + xs+1

)
.

Observe that (−1)d−j
(

s−j−1
d−j−1

)
= −µs+1,d(j + 1), that (−1)d−j

(
s−j
d−j

)
= µs+1,d(j), and that

(−1)d−j
(

s−j+1
d−j+1

)
= −µs+1,d(j − 1). So we have that F

(∑
i∈[s+1] xi

)
is equal to

d−1∑
j=0

(µs,d(j) − µs+1,d(j + 1))
∑

I∈Ps−1,j

F

(∑
i∈I

xi

)
+ µs,d(d)

∑
I∈Ps−1,d

F

(∑
i∈I

xi

)

+
d∑

j=1
(−1)d−jµs+1,d(j)

∑
I∈Ps−1,j−1

(
F

(∑
i∈I

xi + xs

)
+ F

(∑
i∈I

xi + xs+1

))

+
d∑

j=2
(µs,d(j − 1) − µs+1,d(j − 1))

∑
I∈Ps−1,j−2

F

(∑
i∈I

xi + xs + xs+1

)
.

To conclude, we need to show that µs,d(d) is equal to µs+1,d(d), that µs,d(j) − µs+1,d(j + 1)
is equal to µs+1,d(j) for 0 ≤ j ≤ d − 1, and that µs,d(j − 1) + µs+1,d(j − 1) is equal to
µs+1,d(j) for 2 ≤ j ≤ d. For the first equality, observe that both µs,d(d) and µs+1,d(d) are
equal to 1. For the second and third equality, it follows from Pascal’s rule.

A.2 Proof of Lemma 9
Proof. If x ≥ 0, then there exists m > n and (xn+1, . . . , xm) ∈ {0, . . . , p − 1}m−n ⊆ Zm−n

such that x =
∑

i∈[m] xip
i−1. By Lucas Theorem, we have that(∑

i∈[m] xip
i−1

pj−1

)
=
(

xj

1

) ∏
i∈[m]\{j}

(
xi

0

)
= xj (mod p).

If x < 0, then there exists m > n and (x′
1, . . . , x′

m) ∈ {0, . . . , p − 1}m ⊆ Zm such that
x = −

∑
i∈[m] x′

ip
i−1. Observe that if j = 1, then we have that(

x

1

)
= x = x1 (mod p).

Suppose that j > 1. Let k ∈ [m] be the smallest such that x′
k ̸= 0. Then we have that

x = (p − x′
k)pk−1 +

∑
i∈[k,n]

(p − 1 − x′
i)pi−1 (mod pn).
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So we have that xj = −1 − x′
j (mod p) if k < j and xj = −x′

j (mod p) if k ≥ j. Observe
that (

x

pj−1

)
= (−1)pj−1

(
−x + pj−1 − 1

pj−1

)
= −

(
−x + pj−1 − 1

pj−1

)
(mod p)

where the first equality follows by (2) and the second from the fact that (−1)pj−1 =
(−1)p = −1 mod p since j > 1. If k < j, then

∑
i∈[k,j−1] x′

ip
i−1 − 1 ∈ {0, . . . , pj−1 − 1}

and we have that

−
(

−x + pj−1 − 1
pj−1

)
= −

((
∑

i∈[k,j−1] x′
ip

i−1 − 1) + (x′
j + 1)pj−1 +

∑
i∈[j+1,m] x′

ip
i−1

pj−1

)
= −

(
(x′

j + 1)
1

)
= −x′

j − 1 = xj (mod p).

If k ≥ j, then
∑

i∈[k,j] x′
ip

i−1 = x′
jpj−1 and we have that

−
(

−x + pj−1 − 1
pj−1

)
= −

((pj−1 − 1) + x′
jpj−1 +

∑
i∈[j+1,m] x′

ip
i−1

pj−1

)
.

that is equal to −
(x′

j

1
)

= −x′
j = xj (mod p).
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