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Abstract. The hardness of discrete logarithm problem over finite fields is the foundation of many cryptographic protocols. The state-of-art algorithms for solving the corresponding problem are number field sieve, function field sieve and quasi-polynomial time algorithm when the characteristics of the finite field are medium to large, medium-small and small, respectively. There are mainly three steps in such algorithms: polynomial selection, factor base logarithms computation, and individual logarithm computation. Note that the former two steps can be precomputed for fixed finite field, and the database containing factor base logarithms can be used by the last step for many times. In certain application circumstances, such as Logjam attack, speeding up the individual logarithm step is vital.

In this paper, we devise two methods to improve the individual logarithm step by exploring subfield structure when the extension degree \( n \) is composite. The first method applies to the case when the characteristic is medium to large. It is based on the extended tower number field sieve (exTNFS) and the improvement is significant when \( n \) has a large proper factor. The second one applies to any characteristic case. It is a generalization of the recent technique of Guillevic. It achieves almost optimal result and the improvement is significant when \( \varphi(n)/n \) is relatively small. We also perform some experiments to illustrate our algorithm and confirm the result.
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1 Introduction

1.1 The discrete logarithm problem

The discrete logarithm problem (DLP) in finite fields has played an important role in public key cryptography, firstly used to construct Diffie-Hellman key exchange protocol [10], later used as an important ingredient to build torus-based [25] and pairing-based cryptographic schemes [17,9]. The Diffie-Hellman key exchange protocol makes use of a prime field \( \mathbb{F}_p \), while the torus-based and pairing-based cryptosystem make use of finite fields \( \mathbb{F}_{p^n} \) and \( \mathbb{F}_{q^n} \) respectively.

It has long been realized that the characteristic of the underlying finite field affects the hardness of the corresponding discrete logarithm problem. Denote

\[ L_Q(\alpha, c) = \exp((c + o(1))(\log Q)^\alpha(\log \log Q)^{1-\alpha}), \]

where \( Q \) is the cardinality of the field \( \mathbb{F}_{p^n} \). For simplicity, we omit \( Q \) and \( c \) when there is no confusion.
The state-of-art algorithms for solving the corresponding problem are number field sieve (NFS) [11,28,19,22] and function field sieve (FFS) [1,2,18,5,12] when the characteristics of the finite fields are medium to large \((p > L_Q(2/3))\) and medium-small \((L_Q(0) < p < L_Q(1/3))\), respectively. In case of small characteristic \((p = L_Q(0))\), certain algorithms [5,12,13] achieve quasi-polynomial time (QPA).

Briefly, these algorithms consist of three steps in general: polynomial selection, factor base logarithm computation, and individual logarithm computation. In polynomial selection step, two suitable polynomials are selected as a setup. The property of the selected polynomials affected the efficiency of the latter two steps. In recent years, some efficient polynomial selection methods have been proposed [23,4,27]. In factor base logarithm step, the logarithms among the factor base are computed and stored in a database. For several discrete logarithms computation, such as batch-DLP and delayed-target DLP, the polynomial selection step and factor base logarithm step can be computed only once. Then the efficiency of computing an individual logarithm will be more important. For instance, the Logjam attack [3] against the real-world Diffie-Hellman key exchange protocol highlights the necessity of faster individual DL method.

1.2 Related work

The individual logarithm step includes three phases: smoothing, descent and combination of logarithms. In smoothing phase, one randomizes the target element until it splits into several smooth elements. The complexity of this phase depends on the norm of the preimage of the target element. In Asiacrypt 2015, Guillevic [14] took advantage of the subfield of degree 1 or 2 to construct a preimage with small norm. It reduced the complexity of smoothing phase significantly when \(n\) is small.

1.3 Our contribution

In this paper, we aim at speeding up the smoothing phase further. To this end, we devise two methods to explore further the idea of using the subfield structure when the extension degree is composite.

Let the target finite field be \(\mathbb{F}_{p^n}\) with cardinality \(Q\). Assume \(m\) is the largest factor of \(n\) and \(\ell\) is the largest prime factor of \(\#\mathbb{F}_{p^n}^\times\). Let \(s\) be a random element in \(\mathbb{F}_{p^n}\) other than in a proper subfield of \(\mathbb{F}_{p^n}\) (otherwise, the DLP w.r.t \(s\) will be much easier). Let \(K_f\) be the corresponding number field or function field where the smoothing phase will be done.

Our first method applies to the case when the characteristic is medium to large. It is based on exTNFS.

**Theorem 1.** In the large characteristic case, i.e. \(c_p > 2/3\), there exists an element \(s'\) in \(K_f\) with norm bounded by \(O(Q^{1 - \frac{m}{n}})\) such that \(\log s' \equiv \log s \mod \ell\).

**Theorem 2.** In the medium characteristic or boundary case, i.e. \(1/3 < c_p \leq 2/3\), there also exists an element \(s'\) in \(K_f\) with norm bounded by \(O(Q^{1 - \frac{m}{n}})\) such that \(\log s' \equiv \log s \mod \ell\), if one of the following conditions holds:

1. \(p^k \neq L_Q(2/3)\) for any factor \(k\) of \(n\) with \(k \neq m\);
2. \(K_f\) satisfies the conditions in Lemma 3.
For the remaining minor case, there exists an element $s'$ with norm bounded by

$$\begin{cases} O(Q^{1 - \frac{2n}{p}}), & \text{if } \mathbb{F}_{p^n} \text{ satisfies the conditions in Lemma 2} \\ O(Q^{1 - \frac{k}{n}}), & \text{otherwise.} \end{cases}$$

When $n$ is composite, the previous best result is $1 - 2/n$. Here, our result is $1 - m/n$, where $m$ is the largest factor of $n$.

Remark 1. Very recently, Guillevic [15] has independently improved the individual discrete logarithm step by exploring the subfield structure. Our result is essentially the same as Guillevic’s result when the characteristic is medium or large. However, there are some differences between the two methods:

- Since exTNFS performs better than traditional NFS when the extension degree is composite, we base our work on exTNFS. Guillevic’s approach works also in the traditional NFS method.
- Although the basic idea of our work and Guillevic’s work is to take usage of the largest subfield, the details differ. Particularly, in this method of our work, we construct the subfield explicitly according to the exTNFS method; while in Guillevic’s method, a different approach is taken to construct a polynomial basis of such subfield.

Our second result improves the recent work of Guillevic [15], which works for any characteristic finite fields.

Theorem 3. Given a finite field of any characteristic, there exists an element $s'$ in $K_f$ with norm bounded by $O(Q^{\varphi(n)/n})$ such that $\log s' \equiv \log s \mod \ell$.

The rest of the paper is organized as follows. In Section 2, we introduce the extended tower number field sieve and Guillevic’s work at Asiacrypt 15. In Section 3, we describe our improvement by taking advantage of the exTNFS and prove Theorem 1 and Theorem 2. In Section 4, we improve Guillevic’s recent work and give the proof of Theorem 3. In Section 5, we perform some numerical experiments to illustrate our two methods. In Section 6, we conclude the paper.

2 Preliminaries

2.1 The extended Tower Number Field Sieve

The tower number field sieve was first introduced by [29], and then rehabilitated by [6], and extended by [22]. Here, we briefly recall the exTNFS algorithm.

Setup. Let the target field be $\mathbb{F}_Q$, where $Q = p^n$ and $p = L_Q(\alpha_p, c_p)$ with $\alpha_p > 1/3$. Assume $n = n_1n_2$. In (extended) TNFS, we consider two field extensions over a number field $\mathbb{Q}(r)$, which is defined by a monic irreducible polynomial $h$ of degree $n_1$. $K_f$ and $K_g$ are two number fields above $\mathbb{Q}(r)$ defined by irreducible polynomials $f$ and $g$ over a ring $R$, where $R = \mathbb{Z}[r]/h(r)$. Moreover, we need that $h$ remains irreducible modulo $p$. Then $p$ is inertia in $R$ and $R/pR \cong \mathbb{F}_{p^n}$. Then we have
the following commutative diagrams

\[
\begin{array}{ccc}
K_f & \xrightarrow{f} & K_g \\
h \downarrow & & \downarrow g \\
\mathbb{Q}(r) & \to & \mathbb{Q}
\end{array}
\quad
\begin{array}{ccc}
R[x]/\langle f(x) \rangle & \xleftarrow{\text{mod } \psi(x)} & R[x]/\langle g(x) \rangle \\
\mod \psi(x) & & \mod \psi(x)
\end{array}
\quad
\begin{array}{c}
\mathbb{R}/\langle x \rangle \\
\mathbb{R}/\langle x \rangle /\langle f(x) \rangle \\
\mathbb{R}/\langle x \rangle /\langle g(x) \rangle \\
\mathbb{R}/\langle x \rangle /\langle \psi(x) \rangle \\
\mathbb{R}/\langle x \rangle /\langle \psi(x) \rangle \\
\mathbb{R}/\langle x \rangle /\langle \psi(x) \rangle \\
\mathbb{R}/\langle x \rangle /\langle \psi(x) \rangle \\
\mathbb{R}/\langle x \rangle /\langle \psi(x) \rangle \\
\mathbb{R}/\langle x \rangle /\langle \psi(x) \rangle \\
\end{array}
\]

where \( \psi(x) \) is the common factor of \( f \) and \( g \) over \( R/pR \). To obtain the target finite field, the degree of \( \psi(x) \) should be \( n_2 \). Hence, \( (R/pR)[x]/\langle \psi(x) \rangle \) is isomorphic to \( \mathbb{F}_{p^{n_2}} \).

**Polynomial selection.** The complexity of recent NFS algorithm and its variants highly rely on the size of the coefficients of the defining polynomials. To reduce the complexity, we have to select \( f, g \) and \( h \) with the coefficients as small as possible. To this end, we select \( h \) with coefficients of constant bound. Heuristically, we can find a suitable \( h \) with \( ||h||_\infty = 1 \).

To select suitable \( f \) and \( g \), which is similar to the classical case, there are several effective methods \([19,23,4,27]\). Table 1 summarises the results.

| Method       | deg \( f \) | deg \( g \) | \( ||f||_\infty \)     | \( ||g||_\infty \)     |
|--------------|-------------|-------------|------------------------|------------------------|
| JLSV \(_1\)[19] | \( n \)     | \( n \)     | \( O(Q^{7/2n}) \)     | \( O(Q^{7/2n}) \)     |
| JLSV \(_2\)(\( D \geq n \))[19] | \( n \)     | \( D \)     | \( O((Q^{11/D+1}) \) | \( O(Q^{11/D+1}) \) |
| Conj.\[4\]   | \( 2n \)    | \( n \)     | \( O(\log p) \)       | \( O(Q^{11/D+1}) \) |
| GJL(\( D \geq n \))[23,4] | \( D+1 \)   | \( D \)     | \( O(\log p) \)       | \( O(Q^{11/D+1}) \) |
| SS(\( e|n, d \geq n/e \))[27] | \( e(d+1) \) | \( de \)    | \( O(\log p) \)       | \( O(Q^{11/e(d+1)}) \) |

These results can be modified to adapt for exTNFS by replacing \( n \) by \( n_2 \) and \( Q \) by \( p^{n_2} \). Another difference is that the common factor of \( f \) and \( g \) is require to be irreducible over \( \mathbb{F}_{p^{n_2}} \), other than \( \mathbb{F}_p \).

**Factor base logarithm.** In the exTNFS, we set \( n_1 \), the degree of \( h \), such that \( p^{n_1} \geq L_Q(2/3) \). Then we only need to sieve the polynomials of the form \( a(r) + b(r)x \), where \( a(r) \) and \( b(r) \) are coprime polynomials in \( R = \mathbb{Z}[x]/h(x) \) of degree less than \( n_1 \).

After collecting enough relations among the factor base, we can form a sparse linear system. Using Wiedemann’s algorithm \([31]\), we solve the linear equations in time \( B^{2+o(1)} \) and obtain the virtual logarithms of the elements in the factor base.

**Individual logarithm.** To compute the logarithm of an element in \( \mathbb{F}_{p^{n_2}} \), in general it requires 2 phases. The first phase is smoothing phase, in which we randomize the target element \( s \) and test for \( L_Q(2/3) \)-smoothness with the ECM algorithm. We repeat this process until the principal ideal
generated by $s$ factors into prime ideals of small norm. Some of the prime ideals may not be in the factor base. So in the second phase, special-$q$ descent phase, we search for a relation between the prime ideal and other smaller ideals. We continue this process recursively until they all fall in the factor base.

**Complexity.** To achieve the optimal complexity, we usually balance the complexities of the relation collection step and the linear algebra step. The total complexity mainly depends on the sizes of the coefficients and degrees of $f$ and $g$. Table 2 summarises the results.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>$c$</th>
<th>Conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td>exTNFS-JLSV$_2$</td>
<td>64</td>
<td>$n_2 = \alpha((\log Q / \log \log Q)^{1/3})$</td>
</tr>
<tr>
<td>exTNFS-GJL</td>
<td>64</td>
<td>$n_2 \leq \left(\frac{2}{3}\right)^{\frac{1}{3}}((\log Q / \log \log Q)^{1/3})$</td>
</tr>
</tbody>
</table>
| exTNFS-Conj.    | 48  | $\alpha_p < 2/3$ or $\alpha_p = 2/3$ and $c_p < 12^{\frac{1}{3}}$  
  $n_2 = 12^{\frac{1}{3}}((\log Q / \log \log Q)^{1/3})$ |

In [22], in order to select $f$ and $g$ over $\mathbb{Z}$ instead of $R$, the degrees $n_1$ and $n_2$ are required to be coprime. This restriction can be removed, see [16]. Of course, one can combine the exTNFS and SS polynomial selection method, which can loosen the above conditions in some sense, see [26]. When the characteristic of the field has a special form [30,20] or if we use multiple fields [7,24], we can achieve better performance.

### 2.2 Guillevic’s work at Asiacrypt 15

Assume the norm of the target element is bounded by $O(Q^e)$. Guillevic [14, Lemma 1] showed that the complexity of the smoothing phase is $L_Q(1/3, (3e)^{1/3})$. So, the main task is to construct a small norm preimage.

If $s, s' \in \mathbb{F}_p^\times$ and $s = u \cdot s'$ with $u$ belonging to a proper subfield of $\mathbb{F}_p^\times$, then

$$\log s \equiv \log s' \mod \ell,$$

where $\ell$ is the largest prime factor of $\#\mathbb{F}_p^\times$. This is because in practice we only consider the DLP in the multiplicative group of $\mathbb{F}_p^\times$ other than the groups of any proper subfields. Using this observation, we can take the leading term of $s$ to be 1, i.e. $s = \sum_{i=0}^{n-1} s_i x^i \in \mathbb{F}_p^\times$ with $s_{n-1} = 1$. 
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Let \( d_f \) denote the degree of \( f \). And \( \psi \) is the common factor of \( f \) and \( g \) modulo \( p \) of degree of \( n \). One can form the following lattice of dimension \( d_f \).

\[
L = \begin{pmatrix}
p & \cdots & p \\
\vdots & \ddots & \vdots \\
s_0 \cdots s_{n-2} & 1 \\
\psi_0 \psi_1 \cdots \psi_{n-1} & 1 \\
\vdots & \cdots & \vdots \\
\psi_0 \psi_1 \cdots \psi_{n-1} & 1 \\
\end{pmatrix}
\]

Applying the LLL algorithm to \( L \), one obtains a reduced element \( s' = \sum_{i=0}^{n-1} s'_ix^i \) satisfying

\[
\log s' \equiv \log s \mod \ell
\]

and

\[
||s'||_{\infty} \leq Cp^{(n-1)/d_f},
\]

where \( C \) is a small constant. According to [21], we have

\[
|N_{K_f/Q}(s)| \leq (\deg f + \deg s)! ||f||_{\infty}^{\deg s}||s||_{\infty}^{\deg f}. \tag{1}
\]

If the coefficient of \( f \) is small (e.g. Conjugation and GJL method), the norm of \( s' \) satisfies

\[
N_{K_f/Q}(s') = O(p^{n-1}) = O(Q^{1-1/n}).
\]

Next, when \( n \) is even, Guillevic exploited the quadratic subfield to construct a preimage with small norm.

**Lemma 1.** ([14]) Let \( \psi(X) \) be a monic irreducible polynomial of \( \mathbb{F}_p[X] \) of even degree \( n \) with a quadratic subfield \( \mathbb{F}_{p^2} = \mathbb{F}_p[Y]/(A(Y)) \). Moreover, assume that \( \psi \) splits over \( \mathbb{F}_P[Y]/(A(Y)) \) as

\[
\psi(X) = (B(X) - Y)(B(X) - Y^p)
\]

or

\[
\psi(X) = (B(X) - YX)(B(X) - Y^pX)
\]

with \( B \) monic, of degree \( n/2 \) and coefficients in \( \mathbb{F}_p \). Let \( s \in \mathbb{F}_p[X]/(\psi(X)) \) a random element, \( s = \sum_{i=0}^{n-1} s_iX^i \).

Then there exists \( s' \in \mathbb{F}_{p^n} \), monic and of degree \( n-2 \) in \( X \), and \( u \in \mathbb{F}_{p^2} \), such that \( s = u \cdot s' \) in \( \mathbb{F}_{p^n} \).

According to the lemma, if the field contains a certain quadratic subfield, we can find two preimages \( s = \sum_{i=0}^{n-1} s_iX^i \) and \( s' = \sum_{i=0}^{n-2} s'_iX^i \). Here, a preimage means its logarithm is congruent to the logarithm of \( s \) modulo \( \ell \). Then we define the following lattice

\[
\begin{pmatrix}
p & \cdots & p \\
\vdots & \ddots & \vdots \\
 s'_0 \cdots s'_{n-3} & 1 \\
 s_0 \cdots s_{n-3} s_{n-2} & 1 \\
\end{pmatrix}
\]

Using it in place of the upper-left part of the lattice in the GJL and Conjugation cases, we can find a preimage with norm \( O(Q^{1-2/n}) \). This improvement is significant when \( n \) is small.
3 Using exTNFS to construct a preimage

3.1 Main idea

Assume \( m \) is the largest proper factor of \( n \), where \( n \) is the extension degree of the finite field. In this section, we use exTNFS to construct a preimage with norm \( O(Q^{1-m/n}) \). If \( n \) is even, the best result is to reduce the norm to \( O(Q^{1/2}) \).

Since \( m \) is the largest proper factor of \( n \), the largest proper subfield of \( \mathbb{F}_{p^n} \) is \( \mathbb{F}_{p^m} \). We set the degree of \( h \) in exTNFS to be \( m \) and the degree of \( \psi \) (the common factor of \( f \) and \( g \) over \( \mathbb{F}_{p^n} \)) to be \( n' = n/m \). Other settings are the same as section 2.1. Let \( d_f \) and \( d_g \) denote the degrees of \( f \) and \( g \) respectively.

For \( s \in \mathbb{F}_{p^n} \), each preimage of \( s \) in \( K_f \) is \( \sum_{i=0}^{n'-1} s_i(r)x^i \), where \( s_i(r) \) is a polynomial in \( r \) of degree less than \( m \). When \( s_{n'-1}(r) \neq 0 \), dividing each term by \( s_{n'-1}(r) \), we obtain a preimage of \( s \) of the form \( \sum_{i=0}^{n'-2} s_i(r)x^i + x^{n'-1} \). When \( s_{n'-1}(r) = 0 \), we can do the same thing to the highest nonzero term and obtain a shorter form, which is more advantageous for us to reduce the norm.

Next, we form the following lattice of dimension \( md_f \):

\[
\begin{pmatrix}
\vdots & \vdots & \vdots \\
p & \cdots & p \\
\vdots & \vdots & \vdots \\
\vdots & \vdots & \vdots \\
s_0(r) & \cdots & s_{n'-2}(r) & 1 \\
\vdots & \vdots & \vdots & \vdots \\
\psi_0(r) & \psi_1(r) & \psi_{n'-1}(r) & 1 \\
\vdots & \vdots & \vdots & \vdots \\
r^{m-1}\psi_0(r) & r^{m-1}\psi_1(r) & \psi_{n'-1}(r) & 1 \\
\vdots & \vdots & \vdots & \vdots \\
r^{m-1}\psi_0(r) & r^{m-1}\psi_1(r) & \psi_{n'-1}(r) & 1 \\
\end{pmatrix}
\]

where the algebraic numbers in bold stand for the row vectors of their coordinates. Applying the LLL algorithm to the lattice, we obtain a reduced element \( s' = \sum_{i=0}^{d_f-1} s_i'(r)x^i \) with

\[
\log s' \equiv \log s \mod \ell.
\]

Since the determinant of the lattice is \( p^{m(n'-1)} = p^{n-m} \) and the dimension is \( md_f \), we have

\[
\|s'\|_\infty \leq Cp^{\frac{n-m}{md_f}},
\]

where \( C \) is a small constant. According to [21,8], we have

\[
N_{K_f/Q}(s') = O\left(\|s'\|_\infty^{md_f} \|f\|_\infty^{md_f'}\right).
\]
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The value is
$$O(Q^{1-m/n})$$
in Conjugation, GJL or SS case, since the coefficients of $f$ in these cases are small. In JLSV$_1$ and JLSV$_2$ cases, they are
$$O(Q^{3/2-m/n}) \text{ and } O(Q^{2-m/n})$$
respectively.

Thus, if there is no restriction on the degree of $h$, following the method above, we can construct a preimage of target element with norm $O(Q^{1-m/n})$, where $m$ is the largest factor of $n$. Especially, when $n$ is even, we can construct a preimage with norm $O(Q^{1/2})$. Then the complexity of the smoothing phase is reduced to $L_Q(1/3, \sqrt[3]{\frac{2}{3}})$.

However, in exTNFS, to achieve the optimal complexity, there are some restrictions on the choice of $\deg(h)$. Thus we first briefly recall the complexity analysis about exTNFS, then we can finish the proof of Theorem 1 and Theorem 2.

### 3.2 A brief analysis to recent results about exTNFS

There are lots of analysis to the complexity of the classical NFS whenever the characteristic is medium or large. Here we summarize the results of recent selection methods (GJL, Conj. and SS). One of their similarities is that they all set the coefficients of one polynomial to be small.

Let $Q$ denote the cardinality of the target field and $d_f$ (resp. $d_g$) denote the degree of $f$ (resp. $g$) as before. Assume we sieve degree $t-1$ polynomials of the form $a_0 + a_1x + \cdots + a_{t-1}x^{t-1}$. Suppose the coefficients of $f$ is small and the coefficients of $g$ are bounded by $O(Q^{1/n_g})$. One can check $n_g$ is compared with $d_f$.

Then the best complexity will have a uniform formula
$$L_Q(1/3, \sqrt[3]{\frac{c}{9}}),$$
where
$$c = 64\frac{t-1}{t}d_f + d_g \cdot n_g.$$

This result can be directly generalized to suit for exTNFS when we alter $n_g$ to represent the coefficients of $g$ are bounded by $O(p^{n_g/n_f})$. Moreover, it also suits for special NFS.

From the above formula, we can see that the optimal case is $t = 2$. This can be achieved only when $p^{n_1} > L_Q(2/3)$, where $n_1$ is the degree of $h$. For the term $\frac{d_f + d_g}{n_g}$, it depends on the polynomial selection methods. When $p^{n_1} = L_Q(2/3)$, the best result is $\frac{3}{2}$ achieved by Conjugation or SS method. Then the best complexity is $L_Q(1/3, \sqrt[3]{\frac{48}{9}})$. When $p^{n_1} > L_Q(2/3)$ we cannot apply Conjugation method. The minimal value for $\frac{d_f + d_g}{n_g}$ is $2$ achieved by GJL or SS method. Then the total complexity is $L_Q(1/3, \sqrt[3]{\frac{64}{9}})$, which is larger than the former case.

Thus it is sufficient to consider the case that there is $k|n$ such that $p^k = L_Q(2/3)$. 
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3.3 Reducing the norm in different cases

As before, let \( m \) be the largest proper factor of \( n \).

If the characteristic is large, i.e. \( p > L_Q(2/3) \), there is no problem. Thus we only need to consider the medium and boundary case. If \( p^k \neq L_Q(2/3) \) for any factor \( k \) of \( n \) with \( k \neq m \), then we can set \( \text{deg}(h) \) to be \( m \).

For the remaining case, \( \text{deg}(h) \) should be \( k < m \) and \( p^k \) is about \( L_Q(2/3) \). Let \( q = p^k \) and \( n'' = n/k \). In this case, we need to set \( f, g \) to have a common irreducible factor \( \psi \) of degree \( n'' \) over \( \mathbb{F}_q \). Note that, in this case, if we use the subfield \( \mathbb{F}_q \), we can only reduce the norm to \( O(\Omega^{1-k/n}) \) other than \( O(\Omega^{1-m/n}) \).

Firstly, we give a generalized version of the Lemma 1 to obtain a slightly better result.

**Lemma 2.** Assume there is a proper subfield \( \mathbb{F}_{q^\lambda} = \mathbb{F}_q[Y]/A(Y) \) of \( \mathbb{F}_{q^{n''}} \) with \( \lambda > 1 \) such that \( \psi \) splits over \( \mathbb{F}_{q^\lambda} \) as

\[
\psi(X) = \prod_{i=0}^{\lambda-1} (B(X) - Y^{q^i}),
\]

where \( B(X) \) is a polynomial of degree \( n''/\lambda \) with coefficients in \( \mathbb{F}_q \). Let \( s = \sum_{i=0}^{n''-1} s_i X^i \) be a random element in \( \mathbb{F}_q[X] / \psi(X) \). We can find an element \( s' \) in \( \mathbb{F}_q[X] / \psi(X) \) of degree at most \( n''-2 \) satisfying \( s = u \cdot s' \) with \( u \in \mathbb{F}_{q^\lambda} \).

**Proof.** The proof is similar. We set the tower of fields as follows.

\[
\begin{align*}
\mathbb{F}_{q^{n''}} &= \mathbb{F}_q[X] / \psi(X) = \mathbb{F}_q[X,Y] / (A(Y), B(X) - Y) \\
\mathbb{F}_{q^\lambda} &= \mathbb{F}_q[Y] / A(Y) \\
\mathbb{F}_q
\end{align*}
\]

We represent \( s \) as

\[
s = \sum_{i=0}^{n''/\lambda-1} c_i(Y) X^i.
\]

with \( c_i(Y) \) of degree in \( Y \) at most \( \lambda - 1 \). Dividing \( s \) by \( c_{n''/\lambda-1}(Y) \) (\( \in \mathbb{F}_{q^\lambda} \)), we obtain

\[
\frac{s}{c_{n''/\lambda-1}(Y)} = \sum_{i=0}^{n''/\lambda-2} d_i(Y) X^i + X^{n''/\lambda-1},
\]

with \( d_i(Y) \) of degree at most \( \lambda - 1 \). Substituting \( Y \) with \( B(X) \), we obtain the right hand side is

\[
\sum_{i=0}^{n''/\lambda-2} d_i(B(X)) X^i + X^{n''/\lambda-1},
\]

which is of degree at most \( \frac{n''}{\lambda} (\lambda - 1) + \frac{n''}{\lambda} - 2 = n'' - 2 \).
Following the lemma, if the field has certain form, we can construct a preimage of degree at most \(n'' = 2\). Then we can apply the LLL algorithm to obtain a preimage of norm \(O(Q^{1 - 2k/n})\).

Next, we will show if some requirements for \(K_f\) can be met, we can construct a preimage with norm \(O(Q^{1 - m/n})\). Note that since \(k\), the degree of \(h\), satisfies \(p^k = L_Q(2/3)\), we should use Conjugation method or SS method for polynomial selection. For simplicity, we consider the Conjugation method case while the other case is similar. In this case, the degree of \(f\) is \(2n/k = 2n''\).

**Lemma 3.** Let \(K_f = \mathbb{Q}(r)/\mathbb{F}_p = \mathbb{Q}(r, x)\). Assume there is a subfield \(\mathbb{Q}(r, y) \subseteq \mathbb{Q}(r, x)\) of index \(2n''\) such that the coefficients of the minimal polynomials of \(y\) over \(\mathbb{Q}(r)\) and \(x\) over \(\mathbb{Q}(r, y)\) are both small, i.e. are bounded by \(O(\log p)\). Let \(s\) be a random element in \(\mathbb{F}_p^{n''}\). We can construct a preimage of \(s\) in \(K_f\) with norm \(O(Q^{1 - m/n})\).

**Proof.** Under this condition, we can view \(K_f\) as the extension field of \(\mathbb{Q}(r, y)\) by adding \(x\) and \(\mathbb{Q}(r, y)\) as the extension field of \(\mathbb{Q}(r)\) by adding \(y\). Every element \(s\) in \(K_f\) can also be expressed as

\[
\tilde{s} = \sum_{i=0}^{n''-1} \tilde{s}_i(r, y)x^i
\]

where we use \(\tilde{s}\) to denote \(s\) in this expression. Note that, although \(\tilde{s}\) and \(s\) are the same element in \(K_f\), \(\|\tilde{s}\|_\infty\) and \(\|s\|_\infty\) are totally different.

Since the coefficients of the minimal polynomials of \(x\) and \(y\) are small, one can check the norm of \(s\) will be

\[
N_{K_f/\mathbb{Q}}(s) = N_{K_f/\mathbb{Q}}(\tilde{s}) = O(\|\tilde{s}\|_\infty^{n''}),
\]

whose form is the same as before.

Now, let \(\tilde{s} \in K_f\) be a preimage of an element in \(\mathbb{F}_p\). Assume \(\tilde{s} = \sum_{i=0}^{n''-1} \tilde{s}_i(r, y)x^i\) with \(\tilde{s}_{n''-1}(r, y) \neq 0\). We divide each term by \(\tilde{s}_{n''-1}(r, y)\), and obtain

\[
\tilde{s} = \sum_{i=0}^{n''-1} \tilde{s}'_i(r, y)x^i + x^{n''-1}.
\]

We can view it as a polynomial in \(x\) and \(y\) with coefficients in \(r\). Then we can construct a vector whose components are the coefficients of \(y^ix^j\). If we use the vector to replace the corresponding row of the lattice in section 3 and change the expression of \(\psi\), then we can form a new lattice. Applying the LLL algorithm to the lattice, we can obtain a preimage \(s''\) with

\[
\|\tilde{s}''\|_\infty \leq Cp^{\frac{n}{n''}}.
\]

Thus the norm of \(s''\) is bounded by \(O(Q^{1 - m/n})\). \(\square\)

**Example.** We consider the finite field \(\mathbb{F}_{p^{30}}\), where \(p = 39614081257132168796771975177\). The largest proper factor of 30 is 15. If we set \(\text{deg}(h) = 5\), we should set \(\text{deg}(f) = 12\) in Conjugation method. Since 5 and 12 are coprime, it is sufficient to select \(f\) over \(\mathbb{Z}\). Firstly, we choose two small coefficients polynomial \(x^6 - 1\) and \(x^3\). Next, we choose the irreducible polynomial \(Y^2 + 1\) over \(\mathbb{Z}\) which has a root modulo \(p\). Let \(f = \text{Res}_Y(Y^2 + 1, x^6 - 1 - x^3Y) = x^{12} - x^6 + 1\). One can check \(f\) is irreducible over \(\mathbb{Z}\) and thus has a degree 6 irreducible factor modulo \(p\). Let \(y\) be a root of the equation \(y^3 - 3y + 1\). One can check \(f\) splits into 3 irreducible factor over \(\mathbb{Q}(y)\). One of the factor is \(x^4 + yx^2 + 1\) with small coefficients. Hence in this example, the conditions in Lemma 3 are all satisfied.

Based the above discussion, we obtain the validity of Theorem 1 and Theorem 2.
4 Finding preimage with norm of exponent $\varphi(n)/n$

4.1 Guillevic’s recent work

Very recently, Guillevic [15] improved the result of [14]. Guillevic exploited the primitive element of the finite field to construct a polynomial basis of the largest proper subfield. With the basis of the subfield, a preimage with smaller degree can be constructed by linear algebra. Concretely, assume $s$ is the target element in the finite field and \{1, $u$, $u^2$, \ldots, $u^{m-1}$\} is a polynomial basis of the largest proper subfield. Then $s$, $us$, $u^2s$, \ldots, $u^{m-1}s$ are different elements in the field and with the same logarithm modulo $\ell$. Reducing the matrix generated by the $m$ elements, we obtain a row-echelon form and the first row represents a degree $n - m$ element. Using this matrix, following the similar tragedy in previous section, we can construct a preimage with norm bounded by $O(q^{1-\frac{m}{n}})$.

4.2 Further improvement

Based on the fact that a primitive element can be easily found, we can fully use the subfield to construct a preimage with the norm about $Q^{\varphi(n)/n}$. Assume the extension degree $n$ is

$$n = \prod_{i \in I} p_i^{e_i},$$

where $p_i$ is the distinct prime factor of $n$ and $e_i \geq 1$. Let $n_i = n/p_i$. Then each proper subfield of $\mathbb{F}_{p^n}$ is contained in one of the subfields $\mathbb{F}_{p^{n_i}}$. We will use these fields to construct a preimage with the norm about $Q^{\varphi(n)/n}$.

Assume the target element is $s$. Let \{1, $u_i$, $u_i^2$, \ldots, $u_i^{n_i-1}$\} be a polynomial basis of $\mathbb{F}_{p^{n_i}}$. Firstly we reduce the following matrix

$$\begin{pmatrix}
  (s, u_1s, u_1^2s, \ldots, u_1^{n_i-1}s, \ldots, u_is, u_i^2s, \ldots, u_i^{n_i-1}s, \ldots)
\end{pmatrix}^T$$

to get a row-echelon form. The first several rows may be zero, and the rank of the matrix is $n - \varphi(n)$. Removing the zero rows, we define the derived matrix to be $M$.

Then we form the following $d_f \times d_f$ lattice

$$\begin{pmatrix}
  p \\
  \vdots \\
  M_{1,1} \cdots M_{1,\varphi(n)} 1 \\
  \vdots \\
  M_{n-\varphi(n),1} \cdots M_{n-\varphi(n),n-1} 1 \\
  \psi_0 \psi_1 \psi_2 \cdots 1 \\
  \vdots \\
  \psi_0 \psi_1 \psi_2 \cdots 1 
\end{pmatrix}$$

where $\psi = x^n + \psi_{n-1}x^{n-1} + \cdots + \psi_0$ is the degree $n$ irreducible factor of $f$ modulo $p$. Using LLL algorithm to reduce the lattice, we can obtain a preimage $s'$ with coefficients about $p^{\varphi(n)/d_f}$. Thus its norm would be around $p^{\varphi(n)/d_f} = Q^{\varphi(n)/n}$ when the coefficient $f$ is small.

This result is almost optimal and valid for any characteristic. We also remark that this method is compatible with the former method based on the exTNFS.
5 Numerical Experiments

In this section, we give some numerical experiments to reduce the norm of the preimage. The former two examples follow our first method that is based on exTNFS. The latter two examples use the second method that improves the recent result of Guillevic.

5.1 Examples using the first method

Example 1 \((n = 6 \text{ with GJL method})\). We take a random prime number \(p\) of about 100-bit (30 decimal digit), and \(n = 6\). The size of the field \(\mathbb{F}_p^n\) is about 180 decimal digits (dd). Since largest proper factor of \(n\) is 3, we set \(h\) to be a polynomial of degree 3 with small coefficients and irreducible modulo \(p\). Let \(r\) be a root of \(h\). We take \(f\) to be a degree 4 irreducible polynomial over \(\mathbb{Z}\) with small integer coefficients. Moreover we require that \(f\) has a degree 2 irreducible factor \(\psi\) modulo \(p\). Since 2 and 3 are prime, \(\psi\) is still irreducible over \(\mathbb{F}_p^3\). At last we pick a random \(s\) in \(\mathbb{F}_p^6\).

\[
p = 1267650600228229401496703205653
\]
\[
h = r^3 - r^2 + 1
\]
\[
f = x^4 + 1
\]
\[
\psi = x^2 + 266892166039080060530265635980
\]
\[
g = 81918998706487522 + 1122915792871022
\]
\[
s = (77096322275293048913407867891r^2 + 17689037319319570424980826427r + 116056938624558703581458218922) \cdot x +
93583651462253537582962122149r^2 + 707941555616471541960680236692r + 203370792026598947471097543375
\]

with \(p\) a 31 dd prime number and \(p^6\) of 181 dd.

Taking \(s' = \frac{1}{r^2}s\), we have

\[
s' = x + 90314858780847604101187548734r^2 + 1258489317074214699144650431856r + 922893237103555904448793411796.
\]

We use LLL algorithm to reduce the lattice

\[
\begin{pmatrix}
  p & p
  
  s' & 1
  
  \psi & 1
  
  \psi & 1
  
  r^2 \psi & 0 & 1
  
  r^2 \psi & 0 & 1
  
  \psi & 1
  
  \psi & 1
\end{pmatrix}
\]

The returned short element \(s''\) is

\[
(-654596r^2 - 25066478r + 8079577)x^3 + (7089818r^2 + 1960648r + 1047289)x^2 +
(5995809r^2 - 9170200r - 9594102)x + 26292350r^2 - 7675630r + 1535300,
\]

with coefficient at most 8 dd. Its norm is

\[
N_{K_f/\mathbb{Q}}(s'') = 424879834960557244412392769828417173736921202329989260540205222676760951710588002882574241,
\]

which is a 91 dd number. Its size is about 91/181 \approx 0.502 of that of \(p^6\), as expect.
Example 2 ($n = 12$ with Conjugation method). In this example, we consider the case for $n = 12$. We want to take a 600-bit finite field. Then the characteristic $p$ will be about 15 dd. We use Conjugation method to select another $f$. We take the degree 2 irreducible polynomial $Y^2 + r + 1$ over $R$ which has a root $y$ modulo $p$. Let $f = \text{Res}_Y(Y^2 + r + 1, x^2 + Y)$. Then $f$ is irreducible over $R$ have an irreducible factor $\psi(x) = x^2 - y$ over $\mathbb{F}_p$.

$$p = 2251799813685269$$
$$h = x^6 + r - 1$$
$$f = x^2 + 13931013847969695^5 + 599693106374611^4 + 919513639254631^3 + 1390371113864661f + 52724101054474f + 206790248742755$$
$$s = (5758856611171745^5 + 7112929009901^4 + 557466536844527^3 + 10954342983497691^2 + 196592533792053f + 196592533792053f + 9356932015345^5 + 20631270826357204^4 + 49741181444064f + 3037263836883309^2 + 1437954073426803f + 101549962881703.$$

Taking $s' = \frac{1}{s_1} s$, we have

$$s' = x + 13910113847969695x^5 + 599693106374611x^4 + 919513639254631x^3 + 1390371113864661x^2 + 52724101054474x + 206790248742755.$$

We form the lattice

$$\begin{pmatrix}
    & & & p & & & \\
    & s_0 & & & & & 1 \\
    & & & & 0 & & \\
    & & & & & 0 & \\
    & & & & & & 1 \\
    & & & & & & 1 \\
    & & & & & & 1 \\
    & & & & & & 1
\end{pmatrix}$$

and use LLL algorithm to reduce the lattice and the returned short element $s''$ is

$$(6597^5 + 19921^4 + 40523^3 - 9552^2 - 2736r - 924)x^3 + (-1727r^5 + 45r^4 - 1026r^3 + 378r^2 + 4423r - 2048)x^2 + (64r^5 + 2363r^4 + 757r^3 - 206r^2 - 1412r - 2056)x + 2352r^5 - 981r^4 - 2777r^3 + 2597r^2 + 1979r - 3266$$

with coefficient at most 4 dd. Its norm is

$$N_{K_1/Q}(s'') = 431379348639129770256541609523642067259116541169361721928445464826651273856814881962231733469551,$$

which is a 95 dd number. Its size is 95/185 ≈ 0.514 of that of $p^{12}$.

5.2 Examples using the second method

Example 3 ($n = 6$ with JSLV$_1$ method). For the sake of comparison, we take the same setting of [15, Example.4]. Let $p = 31415926535897932384634359$ a 85-bit prime. $f$ and $g$ are degree 6
irreducible polynomials defined by JLSV$_1$ method as follows.

$$f = x^6 - 11209975711932x^5 - 28024939279845x^4 - 20x^3 + 28024939279830x^2 + 11209975711938x + 1$$

$$g = 5604994576830x^6 + 20986447533158x^5 - 31608799819555x^4 - 112098981536600x^3 - 52466118832895x^2 + 1264351992822x + 5604994576830.$$

The target element $s$ in $\mathbb{F}_p[x]/(f(x))$ is

$$s = 6427704988518012162162455x^5 + 16240052432693899613177738x^4 + 4509390283780949909020139x^3 + 38683745944575674591444x^2 + 820975591362012920808122x + 32795028841971693993751050.$$

$x + 3$ is a generator of the finite field. We find a polynomial basis $\{1, u, u^2\}$ for the subfield $\mathbb{F}_{p^3}$ and a polynomial basis $\{1, v\}$ for the subfield $\mathbb{F}_{p^2}$, where $u = (x + 3)^{p^3 + 1}$ and $v = (x + 3)^{p^4 + p^3 + 1}$.

Firstly, we reduce the matrix $(s, us, u^2 s, vs)^T$ and obtain

$$M = \begin{pmatrix}
1722664532745387839610  & 19577486147226702425658904  & 1  & 0  & 0  & 0 \\
767147292568320178387677  & 268722713391354819801455487  & 7561124954654174159393986  & 1  & 0  & 0 \\
3344378919444305251150170  & 1630142690652077519179051  & 143608724225798822595022  & 1170788753588525716192089  & 1  & 0 \\
10373015669713164049300  & 1755420425689050282332999  & 845362156961148376380137  & 4605478610837753102365677  & 2276800000016699174859386  & 1
\end{pmatrix}.$$ 

Then we use LLL algorithm to reduce the following lattice

$$\begin{pmatrix}
p & 0 & 0 & 0 & 0 & 0 \\
0 & p & 0 & 0 & 0 & 0 \\
M_{11} & M_{12} & 1 & 0 & 0 & 0 \\
M_{21} & \cdots & M_{25} & 1 & 0 & 0 \\
M_{31} & \cdots & M_{34} & 1 & 0 & 0 \\
M_{41} & \cdots & M_{45} & 1 & 0 & 0
\end{pmatrix}$$

and the returned short element $s'$ is

$$s' = 142941457x^5 + 47837420x^4 + 111161458x^3 + 50825839x^2 - 118396416x - 95953753.$$

Its norm is

$$N_{K_f/Q}(s') = 76714729194626440000280429344865874374990642876754158402104811546447628898922401490122139086227.$$

It is a 328-bit number which is smaller than that in [14, Example.4].

**Example 4 (n = 12 with GJL method).** To show our method can reduce the norm to about $Q^{\varphi(n)/n}$, we take an example of $\mathbb{F}_{p^2}$. Let $p = 1125899906842679$ a 51-bit prime. We take the irreducible polynomial $x^{15} - x^3 + 1$ to be $f$. It has a degree 12 irreducible factor $\psi$ modulo $p$. Then we random pick a target element $s$ in $\mathbb{F}_p[x]/(\psi(x))$. The settings are listed in the following.

$$f = x^{15} - x^3 + 1$$

$$\psi = x^{12} + 694944321656405x^9 + 631892778678733x^6 + 14223930429323x^3 + 46560740774785$$

$$s = 23165320892563x^{11} + 20704742484639x^{10} + 98388636160566x^9 + 64431543852022x^8 + 554606661640257 + 1020037578605352x^6 + 1061970849476224x^5 + 9108289083538x^4 + 4285525849150x^3 + 303578170201214x^2 + 51539418925611x + 26280530189146.$$
One can check $x + 2$ is a generator of the finite field. We find a polynomial basis $\{1, u, u^2, u^3, u^4, u^5\}$ for the subfield $\mathbb{F}_{p^6}$ and a polynomial basis $\{1, v, v^2, v^3\}$ for the subfield $\mathbb{F}_{p^4}$, where $u = (x + 2)p^6 + 1$ and $v = (x + 2)p^8 + p^4 + 1$.

Firstly, we reduce the matrix $(s, us, \cdots, u^5 s, vs, v^2 s, v^3 s)^T$ and obtain a $9 \times 12$ row-echelon matrix with the first row is all zero, since the rank should be $12 - \varphi(12) = 8$. We remove the first row and let the new matrix to be $M$. Then we use LLL algorithm to reduce the following lattice

\[
\begin{pmatrix}
p \\
p \\
p_M \\
p \\
x^2 \\
\end{pmatrix}
\]

and the returned short element $s'$ is

\[
5109x^{13} + 4682x^{12} + 10441x^{11} + 2824x^{10} - 1909x^9 + 10885x^8 - 1905x^7 - 2973x^6 - 4705x^5 \\
+ 7151x^4 + 4518x^3 + 3643x^2 - 4143x + 358.
\]

Its norm is

\[
N_{K_f/\mathbb{Q}}(s') = 143976831485057937038258429776202443240536235483268049124154579,
\]

which is a 210-bit number. Its size is about $1/3$ of the size of the finite field.

6 Conclusion

In this work, we improve the individual logarithm computation in finite fields with composite degrees in two ways. In the first way, when the characteristic is medium to large, we use the exTNFS to explicitly construct a subfield and find a preimage of the target element with norm bounded by $O(Q^{1-m/n})$ in most cases. The second method generalizes Guillevic’s recent work which works for any characteristic finite fields. We use the primitive element to construct all the proper subfields to construct a preimage with norm $O(Q^{\varphi(n)/n})$. The two methods are compatible. Also we give experimental results to confirm our theoretical results. Due to our results, when $\varphi(n)/n$ is relatively small, the complexity of the smoothing phase will be highly reduced and even below that of special-q phase. Then the key to further reduce the complexity of the individual logarithm step may turn to find new improvements on the special-q phase.
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