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Abstract. In this article, we analyze the circulant structure of generalized
circulant matrices to reduce the search space for finding lightweight
MDS matrices. We first show that the implementation of circulant matrices
can be serialized and can achieve similar area requirement and clock
cycle performance as a serial-based implementation. By proving many
new properties and equivalence classes for circulant matrices, we greatly
reduce the search space for finding lightweight maximum distance separa-
able (MDS) circulant matrices. We also generalize the circulant struc-
ture and propose a new class of matrices, called cyclic matrices, which
preserve the benefits of circulant matrices and, in addition, have the po-
tential of being self-invertible. In this new class of matrices, we obtain
not only the MDS matrices with the least XOR gates requirement for
dimensions from $3 \times 3$ to $8 \times 8$ in $\text{GF}(2^4)$ and $\text{GF}(2^8)$, but also involu-
tory MDS matrices which was proven to be non-existence in the class of
circulant matrices. To the best of our knowledge, the latter matrices are
the first of its kind, which have a similar matrix structure as circulant
matrices and are involutory and MDS simultaneously. Compared to the
existing best known lightweight matrices, our new candidates either out-
perform or match them in terms of XOR gates required for a hardware
implementation. Notably, our work is generic and independent of the
metric for lightweight. Hence, our work is applicable for improving the
search for efficient circulant matrices under other metrics besides XOR
gates.
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1 Introduction

In the designing of symmetric-key ciphers, there are two fundamental concepts
required for the overall security of the cipher—the confusion and diffusion prop-
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erties described by Shannon [20]. Informally, the latter is to spread the internal dependencies as much as possible [21]. The diffusion layer of a cipher is often achieved by a linear diffusion matrix that transforms an input vector to some output vector through linear operations. For the choice of the diffusion layer, there can be a trade-off between the security and computation efficiency. Several designs compromise the diffusion power for a faster diffusion layer, while another trend is to maximize the diffusion power with maximum distance separable (MDS) matrices. The diffusion power of a matrix is often quantified by the branch number of the matrix, and an MDS matrix achieves maximum branch number, also known as perfect diffusion property. MDS matrices are widely used in many ciphers like AES [9], LED [11], SQUARE [8]. However, very often the price for having strong diffusion property is the heavy implementation cost, in either software or hardware implementations. Therefore, there is a need to reduce the implementation cost when perfect diffusion property is desired.

Recently, the designing and improving of hardware efficiency become a major trend. Several lightweight block ciphers [5,11,7,23] and lightweight hash functions [2,6,10] are designed to minimize the implementation cost. Notably in the hash function PHOTON [10], a new type of MDS matrices that can be computed recursively were proposed, so-called serial matrices, where a serial matrix $A$ of order $k$ is raised to power $k$ and the resultant matrix $A^k$ is MDS. In comparison to round-based implementation, serial-based implementation trades more clock cycles for lesser hardware area requirement. Such matrices were later used in block ciphers like LED [11] and more recently in authentication encryption scheme like the PRIMATEs [1].

In a nutshell, a round-based implementation computes the entire diffusion matrix of order $k$ and applies the diffusion layer in one clock cycle. Hence, it is necessary to have all, if not most, of the $k^2$ entries of the diffusion matrix to be lightweight. On the other hand, a serial-based implementation computes the non-trivial row of a serial matrix and applies it for $k$ times recursively. Therefore, the primary implementation cost is the $k$ entries of the non-trivial row and the computation time takes $k$ clock cycles. Although it is natural to perceive that these two implementations require very different matrices, there are a type of matrices that can achieve the best of both worlds—circulant matrices.

Circulant matrices are a common type of matrices for the diffusion layer, a typical example of which is the AES diffusion matrix. They have a simple structure that every row is a right-shift of the previous row. Hence, a circulant matrix can be defined by its first row of $k$ entries. In addition, it is known that an MDS circulant matrix can contain repeated lightweight entries. For instance in the AES diffusion matrix, there are two 1’s which practically has no implementation cost for multiplication. In comparison to Hadamard matrices, another common type of matrices for the diffusion layer [34], which must contain $k$ distinct entries to be MDS, circulant matrices tend to achieve lower implementation cost in a round-based implementation. Although circulant matrices cannot be directly used in

\footnote{A serial matrix of order $k$ consists of $k-1$ rows with a single 1 and $k-1$ many 0’s and a row with non-trivial entries.}
a serial-based implementation, their circulant structure can be implemented in a serialized manner and achieve similar performance as the serial-based implementation. In short, using a circulant matrix in the diffusion layer gives the flexibility to do a trade-off between the area requirement and the clock cycle, whereas most of the other matrix types are suitable for either one but not both implementations.

One approach to build lightweight MDS matrices from some matrix type is to focus on some subclass of such matrices that are MDS, based on some predefined metric for lightweight, then pick the lightest MDS matrices from this subclass. In [16,13], the authors chose to maximise the number of 1’s for better efficiency and constructed circulant-like matrices that are MDS with as many 1’s as possible, then searched for the lightest MDS circulant-like matrices. In another work [12], the authors quantified lightweight with low Hamming weight and focused on involutory (self-inverse) matrices, they proposed the construction of Hadamard-Cauchy matrices that are MDS and can be involutory, then minimized the Hamming weight of a few entries of the Hadamard-Cauchy matrices. Although this approach is efficient for finding lightweight MDS matrices, the matrices found are optimal among the subclasses rather than the whole population of the matrix type.

Another approach is to pick the lightest matrix from some matrix type and check for MDS, and extend the search to the next lightest matrix if it is not MDS. This approach, also often regarded as exhaustive search, can be seen in [17,21]. The clear advantage of the exhaustive search over the previous approach is that it guarantees optimal for the given matrix type. In addition, it has the freedom to change the metric for lightweight when necessary. Despite the advantages, this approach suffers from the large search space. In [21], the authors tackled this problem by introducing the concept of the equivalence classes of Hadamard matrices to significantly reduce the search space for finding lightweight involutory MDS (IMDS) matrices. However, the equivalence relation for circulant matrices has not yet been discovered in the literatures.

There are two main challenges in the second approach. Given a set of lightweight coefficients, the first challenge in finding MDS circulant matrices with these coefficients would be the large search space due to the necessity of checking the MDS property for all possible permutations. The second challenge is that MDS circulant matrices can have repeated entries which makes the search space larger than other types of matrices, for instance Hadamard matrices, of the same order. Perhaps due to these challenges, the existing work on circulant matrix used either the first approach to find lightweight MDS circulant matrix of order 8 from some subclass of circulant matrices [13,14], or the second approach but could not complete the search for lightweight MDS circulant matrix of order 8 [17]. Therefore, this paper is devoted to tackle these problems and reduce the search space for finding generic lightweight MDS circulant matrices through analyzing the circulant structure.
Contributions. In Section 2.3, we illustrate how circulant matrices can have a trade-off between the area requirement and clock cycle in hardware implementation. This shows that using circulant matrix in a diffusion layer gives the designer the flexibility to choose the implementation between lower area requirement and faster computation according to the needs. In Section 3, we tackle both challenges faced when using the second approach for finding lightweight MDS circulant matrices. In Section 3.1, we prove the existence of equivalence classes for circulant matrices in terms of the branch number. Since the circulant matrices within an equivalence class have the same branch number, it is sufficient to check one representative from each equivalence class and hence reduce the search space. In Section 3.2, we show that there are at most 5 types of MDS circulant matrices for order $k \leq 8$, namely circulant matrices whose first row has $k$ distinct entries, 1, 2 or 3 pairs of repeated entries, or 3 repeated entries. This allows us to complete the search for lightweight MDS circulant matrix of order 8 which previously was not achievable by [17]. In Section 4, we generalize the circulant structure and propose a new type of matrices—cyclic matrices, which preserve the benefits and advantages of circulant matrices. Using group theory, we prove that, in terms of branch number, cyclic matrices are equivalent to circulant matrices. This greatly simplifies the understanding and analysis on the branch number of the cyclic matrices. In Section 5, we present the lightest MDS left-circulant matrices (where each row is a left rotation instead of right), for order $k \leq 8$, based on the same metric used in [17,21]. In addition, we overcome the constraint that circulant matrix cannot be involutory and MDS simultaneously, and also present the lightest involutory MDS left-circulant matrices. To the best of our knowledge, the latter matrices are the first of its kind. We would like to emphasize that all the techniques and most results presented in this paper are independent of the metric for lightweight. In other words, one can choose another metric and apply our techniques to reduce the search space for finding the desired matrices.

2 Preliminary

In this section, we first state some notations that will be frequently used for the rest of the paper. Next, we formally define what branch number of a matrix is, and provide two propositions that will be useful in the later proofs. Lastly, we give an introduction to circulant matrix, the advantages of using it and how the implementation of circulant matrix can be serialized. In this paper, we assume that the matrices are square matrices unless otherwise stated.
2.1 Notations

\( n \): Dimension of the finite field

\( \text{GF}(2^n) : \) Finite field of order \( 2^n \)

\( 0x \): Prefix for hexadecimal, common notation for expressing binary polynomial coefficients or \( n \)-bit strings

\( k \): Order of the square matrix

\( M[i,j] \): \((i,j)\)-entry of the matrix \( M \), where \( i,j \in \{0,1,...,k-1\} \)

\( \text{wt}(v) \): Number of nonzero components of the vector \( v \)

2.2 Branch number of the diffusion layer

Recall that the diffusion power of the diffusion layer is often quantified by the branch number of the diffusion matrix.

**Definition 1.** The branch number of a matrix \( M \) of order \( k \) over finite field \( \text{GF}(2^n) \) is the minimum number of nonzero components in the input vector \( v \) and output vector \( u = M \cdot v \) as we range over all nonzero \( v \in (\text{GF}(2^n))^k \). I.e., the branching number of matrix \( M \) is \( B_M = \min_{v \neq 0} \{ \text{wt}(v) + \text{wt}(Mv) \} \).

That is to say, for any nonzero input and output pair of a diffusion matrix, the number of nonzero components will be at least the branch number of the diffusion matrix. This is essential for protecting against the cryptanalysis like differential attack that exploits the differential patterns between the plaintext and the ciphertext. As the sum of nonzero components is lower bounded by the branch number, having a high branch number implies that a small input difference will inevitably lead to a large output difference, and to achieve a small output difference would require a large input difference.

**Definition 2.** [22] A maximum distance separable (MDS) matrix of order \( k \) is a matrix that attains the optimal branch number \( k+1 \).

When there is a single difference in the input vector, the best possible diffusion is to spread the difference to all \( k \) components of the output vector, hence the largest possible branch number is \( k+1 \). For instance, the AES diffusion matrix has order 4 and a branch number 5, hence it is MDS.

The following propositions are simple yet crucial building blocks for the results in this paper.

**Proposition 1.** [18, Page 321, Th. 8] A matrix is MDS if and only if its square submatrices are all nonsingular.

**Proposition 2.** For any permutation matrices \( P \) and \( Q \), the branch numbers of these two matrices \( M \) and \( PMQ \) are the same.

**Proof.** Since \( P \) and \( Q \) are permutation matrices, there can be bijection mappings between the input vectors (resp. output vectors) of \( M \) and \( PMQ \) where the vectors differ by some permutation, hence the minimum number of nonzero components in the input and output pairs remains the same and they have the same branch number. \( \Box \)
2.3 Circulant matrices and its implementation

**Circulant matrices.** Here, let us formally define circulant matrices and related notations.

**Definition 3.** A circulant matrix $C$ of order $k$ is a matrix where each subsequent row is a right rotation of the previous row. We denote the matrix as $\text{circ}(c_0, c_1, ..., c_{k-1})$, where $c_i$’s are the entries of the first row of the matrix. The $(i, j)$-entry of $C$ can be expressed as $C[i, j] = c_{(j-i) \mod k}$.

There are several advantages of using circulant matrix in a diffusion layer:

1. It has a higher probability of finding an MDS matrix as compared to a randomized square matrix [8].
2. It has at most $k$ distinct entries, and in addition it can be MDS and contain repeated lightweight entries, which tends to have lower implementation cost as compared to matrices like Hadamard and Cauchy matrices that must have at least $k$ distinct entries in order to be MDS.
3. It has the flexibility to be implemented in both round-based and serialized implementations.

However, it was shown in [15] that involutory MDS (IMDS) circulant matrices of order 4 do not exist, and was further proved in [19] that IMDS circulant matrices of any order do not exist. To preserve the benefits of circulant matrices, we generalize the circulant structure in Section 4 and find lightweight IMDS matrices that are presented in Section 5.

**Serialized implementation of circulant matrices.** First, let us illustrate the round-based implementation using an arbitrary circulant matrix $\text{circ}(a, b, c, d)$ of order 4, and an arbitrary input vector $(w, x, y, z)$, we compute the output vector as follows,

\[
\begin{pmatrix}
a & b & c & d \\
d & a & b & c \\
c & d & a & b \\
b & c & d & a \\
\end{pmatrix}
\begin{pmatrix}
w \\
x \\
y \\
z \\
\end{pmatrix}
= 
\begin{pmatrix}
aw + bx + cy + dz \\
dw + ax + by + cz \\
cw + dx + ay + bz \\
bw + cx + dy + az \\
\end{pmatrix}.
\]

The entire diffusion matrix is implemented and the output components can be computed in parallel and in one clock cycle.

On the other hand, one clock cycle of a serial-based implementation is computed as follows,

\[
\begin{pmatrix}
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
a & b & c & d \\
\end{pmatrix}
\begin{pmatrix}
w \\
x \\
y \\
z \\
\end{pmatrix}
= 
\begin{pmatrix}
x \\
y \\
z \\
aw + bx + cy + dz \\
\end{pmatrix},
\]

where the output is fed back to the input and this process is repeated for another 3 times to get the final output. Excluding the control logics and memories required, serial-based implementation requires implementing one row of the matrix and takes $k$ clock cycles to compute the output vector.
Clearly a circulant matrix can be implemented in the round-based manner. Although it is not in a form of a serial matrix that is required for serial-based implementation, implementation of a circulant matrix can still be serialized. The key observation is that the same permutation is applied to obtain each subsequent row. For a circulant matrix, the permutation is a right rotation. To serialize the implementation of circulant matrix, we implement the first row of the circulant matrix and compute the first output component.

$$\begin{pmatrix} a & b & c & d \\ x & y & z & w \end{pmatrix} = \begin{pmatrix} aw + bx + cy + dz \end{pmatrix}.$$

Next, we update the input vector by applying the inverse permutation to obtain $(x, y, z, w)$ and apply the first row of the matrix again,

$$\begin{pmatrix} a & b & c & d \\ x & y & z & w \end{pmatrix} = \begin{pmatrix} ax + by + cz + dw \end{pmatrix},$$

and we obtain the second component of the output vector. We repeat the process to obtain the entire output vector in 4 clock cycles. Thus, similar to serial-based implementation, we only need to implement one row of the matrix and it takes $k$ clock cycles to compute the output vector.

In fact, one can even achieve other area requirement and clock cycle trade-offs that are between the round-based and serial-based implementation performance. In the previous example, one can also implement 2 rows of the circulant matrix and compute 2 output components in parallel, this will take 2 clock cycles to complete the diffusion layer computation. More generally, we can have $t$-serialized implementation when we are using circulant matrices, where $t$ divides $k$. The estimated implementation costs and clock cycles required for the implementations are summarized in Table 1. Note that this does not include the memory costs and control logics required for different implementations. From Table 1, it is clear that the round-based and serialized implementations are special case of $t$-serialized implementation where $t = 1$ and $t = k$ respectively.

<table>
<thead>
<tr>
<th>Type of Implementation</th>
<th>Matrix Implementation (No. of entries)</th>
<th>Clock Cycle</th>
</tr>
</thead>
<tbody>
<tr>
<td>Round-based</td>
<td>$k^2$</td>
<td>1</td>
</tr>
<tr>
<td>Serial-based</td>
<td>$k$</td>
<td>$k$</td>
</tr>
<tr>
<td>Serialized</td>
<td>$k$</td>
<td>$k$</td>
</tr>
<tr>
<td>$t$-serialized</td>
<td>$k^2/t$</td>
<td>$t$</td>
</tr>
</tbody>
</table>
Circulant matrices are not the only matrix type that can be serialized. In fact, if the same permutation, not necessarily being a right rotation, is applied to obtain each subsequent row, we can still serialize the implementation. This observation leads us to generalize the circulant matrices to cyclic matrices, see also Section 4, which can be serialized too.

3 Properties of Circulant Matrices

There are mainly two challenges in the method of picking the lightest circulant matrix and checking the MDS property. Firstly, for a generic (not considering the values of the entries) circulant matrix of order \( k \), \( \text{circ}(c_0, c_1, \ldots, c_{k-1}) \), there are \( k! \) ways to permute the entries, which can quickly be intractable. Secondly, the choice of the \( k \) lightweight nonzero entries need not be distinct, which potentially cause the search space to be much larger than just choosing \( k \) distinct entries and permuting them.

In Section 3.1, we first introduce an equivalence relation to partition the \( k! \) circulant matrices into equivalence classes, where circulant matrices within an equivalence class share the same branch number. This allows us to reduce the search space by checking the MDS property for one representative from each equivalence class. Next in Section 3.2, we analyze the circulant structure and show that for order \( k \leq 8 \), there are at most 5 types of MDS circulant matrices, namely circulant matrices whose first row has \( k \) distinct entries, 1, 2 or 3 pairs of repeated entries, or 3 repeated entries. This shows that any MDS circulant matrix must belong to one of these 5 types.

3.1 Compact equivalence classes of circulant matrices

For the ease of our discussion on the permutation of the entries, we focus on the permutation of the index of the elements.

**Definition 4.** An index permutation \( \sigma \) on an ordered set \( \{c_0, c_1, \ldots, c_{k-1}\} \) is a permutation that permutes the index of the elements.

**Example 1.** Let \( \sigma \) be an index permutation on an ordered set \( \{c_0, c_1, c_2, c_3, c_4\} \) where \( \sigma(i) = 4 - i \), the resultant ordered set will be \( \{c_4, c_3, c_2, c_1, c_0\} \).

**Definition 5.** Given a matrix \( M \) of order \( k \) that is defined by its first row under a rule, we denote by \( M^\sigma \) the matrix generated under the same rule by the first row of \( M \) modified by applying an index permutation \( \sigma \).

**Definition 6.** Two matrices \( M \) and \( M' \) are called permutation-equivalent, denoted by \( M \sim_B M' \), if there exist two permutation matrices \( P \) and \( Q \) such that \( M' = PMQ \).

It is easy to verify that \( \sim_B \) is a well-defined equivalence relation. By Proposition 2, we know that the permutation-equivalent matrices have the same branch number. Using this equivalence relation, we partition the \( k! \) possible circulant matrices into equivalence classes with respect to their branch number.
**Definition 7.** An equivalence class of circulant matrices is a set of circulant matrices satisfying the equivalence relation $\sim_B$.

We first analyze what index permutation satisfies the relation, then we deduce the number of equivalence classes of circulant matrices.

**Lemma 1.** Given two circulant matrices $C$ and $C^\sigma$, $C \sim_B C^\sigma$ if and only if $\sigma$ is some index permutation satisfying $\sigma(i) = (bi + a) \mod k$, $\forall i \in \{0, 1, ..., k - 1\}$, where $a, b \in \mathbb{Z}_k$ and $\gcd(b, k) = 1$.

**Proof.** The “if” direction is immediate once we have proven the “only if” direction. Assume that $C \sim_B C^\sigma$. By Definition 6 there exists permutation matrices $P$ and $Q$ such that $C^\sigma = PCQ$, where $P$ (resp. $Q$) is in fact a row (resp. column) permutation on $C$. Since $C$ is circulant, one can observe that if $C^\sigma = PC$, then the first row of $C^\sigma$ is some row of $C$ and thus corresponds to some rotation of the first row of $C$, which shows that the index permutation $\sigma$ can be expressed as $\pi_a(i) = (i + a) \mod k$. That is, $\pi_a$ corresponds to a row permutation $P_a$.

Therefore, for any $C^\sigma$ such that $C^\sigma = PCQ$, we can always apply some index permutation $\pi_{-a}$ to fix the first element $c_0$ and accordingly pre-multiply $C^\sigma$ by a corresponding row permutation $P_{-a}$, which gives $C^{\pi_{-a} \sigma} = P_{-a}PCQ$, where $\pi_{-a}(\sigma(0)) = 0$.

Next, we consider index permutation that fixes 0. Note that this implies that the row and column permutations on $C$ fix the first row and column. Suppose that $C^{\phi_0} = PCQ$, $\phi_0(0) = 0$ and $\phi_0(1) = b$, then the column permutation $Q$ maps column $b$ of $C$ to column 1 of $C^{\phi_0}$, and similarly the row permutation $P$ maps row $k - b$ of $C$ to row $k - 1$ of $C^{\phi_0}$. By definition of circulant matrices, we know that $c_{\phi_0}(2)$, which is the third entry of $C^{\phi_0}$, can be written as $C^{\phi_0}[0, 2] = C^{\phi_0}[k - 1, 1]$. Since the pre-image of row $k - 1$ and column 1 of $C^{\phi_0}$ are row $k - b$ and column $b$ of $C$, we can express that entry of $C^{\phi_0}$ as an entry of $C$, that is $C^{\phi_0}[k - 1, 1] = C[(k - b), b]$. And again by definition of circulant matrices, the entry $c_{\phi_{(k-b)\mod k}} = c_{2b \mod k}$. That is to say, by defining $\phi_b(1) = b$, we have restricted the permutation of the next index to be $\phi_b(2) = 2b \mod k$. Following the same argument, we can conclude that $\phi_b(i) = bi \mod k$. In addition, we must have $\gcd(b, k) = 1$ so that $\phi_b$ is a permutation on $\{0, 1, ..., k - 1\}$.

Finally, we can see that if $C \sim_B C^\sigma$ then $\sigma = \pi_a \circ \phi_b$, that is, $\sigma(i) = (bi + a) \mod k$. $\square$

For simplicity, we call the permutations satisfying Lemma 1 the $C$-permutations. That is to say, $C \sim_B C^\sigma$ if and only if $\sigma$ is a $C$-permutation. We show in Appendix A how to generate one representative for each equivalence class.

**Theorem 1.** There are $\frac{(k-1)!}{\varphi(k)}$ equivalence classes of circulant matrices of order $k$, where $\varphi(k)$ is the Euler’s totient function.

**Proof.** It is clear that the cardinality of each equivalence class is the number of possible index permutation $\sigma$. By Lemma 1 we know that $\sigma(i) = (bi + a) \mod k$.
where \(a, b \in \mathbb{Z}_k\) and \(\gcd(b, k) = 1\). Since there are \(k\) possible values for \(a\) and \(b\) has to be coprime with \(k\), there are \(\varphi(k)\) possible values for \(b\), and each equivalence class has cardinality of \(k \cdot \varphi(k)\). Hence the number of equivalence classes is
\[
\frac{k!}{k \cdot \varphi(k)} = \frac{(k-1)!}{\varphi(k)}.
\]

Note that the “only if” direction of the Lemma 1 implies that this is the most compact equivalence classes for generic circulant matrices in terms of branch number. In [21], the authors presented equivalence classes of Hadamard matrices to reduce the search space for checking the MDS property. But whether there exists larger (more compact) equivalence classes to further reduce the search space remains an open question. Observing its similarity with our work, we analyze the equivalence classes of Hadamard matrices in [21] and find that it is already the most compact equivalence class. We present the proof in Appendix B for readers who are interested in the equivalence classes of Hadamard matrices.

### 3.2 Types of MDS circulant matrices of order \(k \leq 8\)

In short, this section proves the following theorem.

**Theorem 2.** For order \(k \leq 8\), there are at most 5 types of MDS circulant matrices, namely circulant matrices whose first row has:

- **Type 0:** \(k\) distinct entries;
- **Type 1:** 1 pair of repeated entries;
- **Type 2:** 2 pairs of repeated entries;
- **Type 3:** 3 pairs of repeated entries;
- **Type 4:** or 3 repeated entries.

Given an ordered multi-set of entries \(\{c_0, c_1, ..., c_{k-1}\}\), suppose that two entries of them are the same, denoted by \(c_i = c_{(i+d) \mod k}\) for some \(i, d \in \{0, 1, ..., k - 1\}\). From Section 3.1, we see that any rotation of the entries are permutation-equivalent. Hence, for any \(d > \lfloor \frac{k}{2} \rfloor\), it is equivalent to considering \(c_{(i-d) \mod k} = c_{i+(k-d) \mod k} = c_i\), where \(k-d \leq \lfloor \frac{k}{2} \rfloor\). Without loss of generality, we assume \(i+d \leq k-1\) and \(d \leq \lfloor \frac{k}{2} \rfloor\).

First, we state two lemmas that will help us in proving Theorem 2.

**Lemma 2.** An MDS circulant matrix of even order \(k\) does not have \(c_i = c_{i + \frac{k}{2}}\).

**Proof.** Suppose that there exists \(c_i = c_{i + \frac{k}{2}}\). Considering the submatrix of order 2 by taking row 0 and \(\frac{k}{2}\), and column \(i\) and \(i + \frac{k}{2}\), we have
\[
\begin{pmatrix}
  c_i & c_{i + \frac{k}{2}} \\
  c_{(i - \frac{k}{2}) \mod k} & c_i
\end{pmatrix}.
\]

Since \(i - \frac{k}{2} \equiv i + \frac{k}{2} \pmod{k}\), we have a singular submatrix and by Proposition 1 there is a contradiction.

\(\square\)
Lemma 3. An MDS circulant matrix does not have $c_i = c_{i+d}$ and $c_j = c_{j+d}$, where $i \neq j$.

Proof. Suppose that there exist $c_i = c_{i+d}$ and $c_j = c_{j+d}$, where $i < j$. Consider the submatrix of order 2 by taking row 0 and $(i - j) \mod k$, and column $i$ and $i + d$, we have

\[
\begin{pmatrix}
  c_i & c_{i+d} \\
  c_j & c_{j+d}
\end{pmatrix},
\]

Since these two columns are identical, we have a singular submatrix and by Proposition 1, there is a contradiction. $\square$

From Lemma 2 and 3, we can conclude that an MDS circulant matrix of order $k$ allows at most $\left\lfloor \frac{k-1}{2} \right\rfloor$ possible distinct distances and thus has at least $\left\lceil \frac{k+1}{2} \right\rceil$ distinct elements. Specially for order $k = 8$, it allows 3 possible distinct distances and thus there are at most 3 pairs of repeated entries. If some entry has multiplicity 3, say $c_i = c_{i+d_1} = c_{i+d_2}$, then the three distances $d_1, d_2, d_2 - d_1$ are pairwise distinct. It also implies that any higher multiplicity is impossible for an MDS circulant matrix of order 8 as the number of pairwise equalities is more than 3 (a similar property that an MDS matrix of order 8 has at most 24 ones was proved in [16]). Similarly, for order $k < 8$, there are also at most 3 possible distances. Therefore, we obtain Theorem 2 that any MDS circulant matrix of order $k \leq 8$ is one of the 5 matrix types.

Table 2. Possible types of MDS circulant matrices of order $k \leq 8$

<table>
<thead>
<tr>
<th>Order</th>
<th>Possible $d$</th>
<th>$k$ distinct</th>
<th>1 pair</th>
<th>2 pairs</th>
<th>3 pairs</th>
<th>3 repeated</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>{1}</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>{1}</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>{1, 2}</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>{1, 2}</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>{1, 2, 3}</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>8</td>
<td>{1, 2, 3}</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

In Table 2 we list all the possible types of MDS circulant matrices for order $k \leq 8$. These results can also be extended to higher order circulant matrices. Note that this is a necessary condition for an MDS circulant matrix, it does not guarantee the existence of MDS circulant matrix for any of the circulant matrix type. For $k = 8$, we check that there are MDS matrices of each type, see also Section 5.

4 Cyclic Matrices

In this section, we generalize the circulant matrix structure and introduce a new type of matrices, we call them the cyclic matrices. Despite that cyclic matrices
capture the essential requirement to have $t$-serialized implementation, analyzing all cyclic matrices is not feasible. Using results from elementary group theory, we can relate cyclic matrices to circulant matrices in terms of branch number. This allows us to apply the results on circulant matrices in Section 3 to the cyclic matrices as well.

Generalized circulant matrices. Recall from Section 2.3 that to serialize the implementation of a matrix, the same permutation is applied to obtain each subsequent row. Hence, we generalize the circulant structure by considering other permutations beside the right rotation.

**Definition 8.** A cyclic matrix $C_\rho$ of order $k$ is a matrix where each subsequent row is some permutation $\rho$ of the previous row, where $\rho$ is a cycle of length $k$. We denote the matrix as $\text{cyc}_\rho(c_0, c_1, \ldots, c_{k-1})$, where $c_i$'s are the entries of the first row of the matrix. The $(i,j)$-entry of $C_\rho$ can be expressed as $C_\rho[i,j] = c_{\rho^j(i)}$.

For example, the permutation of the circulant matrix structure can be expressed as a cycle $(0 \ 1 \ 2 \ldots \ k-1)$, where $\rho = (i_0 \ i_1 \ i_2 \ldots \ i_{k-1})$ means $\rho(i_j) = i_{(j-1) \mod k}$ for $0 \leq j \leq k-1$. In the definition of cyclic matrix, we require the permutation to be a cycle of length $k$ to avoid repeated rows and repeating elements in a column (which will not satisfy the property of MDS).

Since there are $(k-1)!$ cycles of length $k$, it is infeasible to analyze every single the cyclic structures. However, using Proposition 2 and elementary group theory, we can elegantly reduce the problem to simply analyzing the circulant matrices. First, observe that the permutation $\rho$ is an element of the symmetric group $S_k$, and the collection of the permutations of the $k$ rows of the matrix forms a cyclic group, hence the name cyclic matrices.

**Example 2.** Considering the cycle permutation $\rho = (0 \ 2 \ 1 \ 3)$, we can express $\text{cyc}_\rho(a, b, c, d)$ as follows

\[
\begin{pmatrix}
(a, b, c, d) \\
\rho(a, b, c, d) \\
\rho^2(a, b, c, d) \\
\rho^3(a, b, c, d)
\end{pmatrix}
= \begin{pmatrix}
a & b & c & d \\
da & c & a & b \\
b & a & d & c \\
c & d & b & a
\end{pmatrix},
\]

where the collection of the permutations of each row forms a cyclic group of order 4, $\langle (0 \ 2 \ 1 \ 3) \rangle = \{(), (0 \ 2 \ 1 \ 3), (0 \ 1)(2 \ 3), (0 \ 3 \ 1 \ 2)\}$.

Relation to circulant matrices. Next, we show that any cyclic matrix is permutation-equivalent to some circulant matrix. More precisely, there is a bijection between the cyclic and circulant matrices satisfying $\sim_B$. To prove this, we use the following proposition from elementary group theory.

**Proposition 3.** [19, Ch. 5.3] Any two permutations $\rho, \tau$ which have the same cycle type are conjugate in $S_k$. 

That is to say, there exists permutation $\sigma \in S_k$ such that $\sigma \rho = \tau \sigma$. In the nutshell, $\sigma$ can be computed by placing one permutation above the other and view it as a Cauchy’s 2-line notation for permutation.

Example 3. Let $\rho = (0 \ 2 \ 1 \ 3)$ and $\tau = (0 \ 1 \ 2 \ 3)$, viewing it as a Cauchy’s 2-line notation, we have

$$
\begin{bmatrix} 0 & 2 & 1 & 3 \\ 0 & 1 & 2 & 3 \end{bmatrix},
$$

from which we see that 0 and 3 are fixed while 1 and 2 are swapped. Therefore, we obtain $\sigma = (1\ 2)$ and we can verify that $\sigma \rho = \tau \sigma$.

Theorem 3. Given an ordered set $S$ with $k$ elements and some cyclic matrix structure, there exists a bijection between the cyclic matrices and the circulant matrices satisfying the relation $\sim_{B}$, where both sets of matrices are generated by some index permutation on $S$.

Proof. Let the permutation of some cyclic matrix be $\rho$ and circulant matrix be $\tau = (0 \ 1 \ 2 \ldots \ k - 1)$. By Proposition 3, there exist some permutation $\sigma$ such that $\sigma \rho = \tau \sigma$. Hence for any row $i \in \{0, 1, \ldots, k - 1\}$, we have $\sigma \rho^i = \tau^i \sigma$. In the form of a matrix, the permutation for each row of the matrices can be expressed as

$$
\begin{pmatrix}
\sigma(S) \\
\sigma \circ \rho(S) \\
\sigma \circ \rho^2(S) \\
\vdots \\
\sigma \circ \rho^{k-1}(S)
\end{pmatrix} =
\begin{pmatrix}
\tau(S) \\
\tau \circ \sigma(S) \\
\tau^2 \circ \sigma(S) \\
\vdots \\
\tau^{k-1} \circ \sigma(S)
\end{pmatrix},
$$

where $\sigma$ in the cyclic matrix can be viewed as a column permutation, while in the circulant matrix it is a index permutation on $S$. Therefore by Proposition 2, the cyclic matrix has the same branch number as a circulant matrix that undergoes index permutation $\sigma$.

Lastly, one can easily infer that for any index permutation $\pi$ on the cyclic matrix, it corresponds to a circulant matrix that undergoes index permutation $\sigma \circ \pi$.

Example 4. Consider a cyclic matrix of order 4 with the row permutation $\rho = (0 \ 2 \ 1 \ 3)$, while the circulant matrix is $\tau = (0 \ 1 \ 2 \ 3)$. From Example 3, we have $\sigma = (1 \ 2)$ that satisfies $\sigma \rho = \tau \sigma$. Applying column permutation $\sigma$ on the cyclic matrix and index permutation $\sigma$ on circulant matrix, we obtain the same matrix as follows

$$
\begin{pmatrix}
a & b & c & d \\
d & c & a & b \\
b & a & d & c \\
c & d & b & a
\end{pmatrix}
\xrightarrow{\text{col perm } \sigma}
\begin{pmatrix}
a & c & b & d \\
d & a & c & b \\
b & d & a & c \\
c & b & d & a
\end{pmatrix}
\xrightarrow{\text{index perm } \sigma}
\begin{pmatrix}
a & b & c & d \\
d & a & b & c \\
c & d & a & b \\
b & c & d & a
\end{pmatrix}.
$$
This theorem shows that for any cyclic matrix, we have some column permutation \( \sigma \) that transforms it into a circulant matrix (or any other cyclic matrix) while preserving the branch number. However, the involution property of circulant matrix may not hold true for the cyclic matrices, which gives us an insight that there might exist IMDS cyclic matrices while it is not the case for the circulant matrices. And we indeed find IMDS cyclic matrices which are presented in Section 5.

**Corollary 1.** Any cyclic matrix corresponds to some circulant matrix preserving the coefficients and the branch number.

This is immediate from Theorem 3 and the fact that their entries are the same up to some permutation. In addition, we can draw the following corollary immediately from Theorem 2 and 3.

**Corollary 2.** For order \( k \leq 8 \), there are at most 5 types of MDS cyclic matrices, namely cyclic matrices whose first row has:

- **Type 0:** \( k \) distinct entries;
- **Type 1:** 1 pair of repeated entries;
- **Type 2:** 2 pairs of repeated entries;
- **Type 3:** 3 pairs of repeated entries;
- **Type 4:** or 3 repeated entries.

5 Results on Lightest (Involutory) MDS Matrices

There are different ways to define lightweight/efficient. For instance in AES, the diffusion matrix entries were chosen for its simplicity and low Hamming weight, while [16,14] defined efficiency by the number of 1’s in the matrix. In hardware implementation, it is common to consider the area required and a simplified metric is to count the number of XOR gates needed for implementation. In [16,17,21], the authors evaluate the number of XOR gates needed to implement the multiplication of the diffusion matrices. Detailed description of the XOR count can be found in [16,17,21]. In this paper, we quantify the weight of a diffusion matrix by the sum of XOR counts in its first row.

In this section, we mainly focus on a special case of cyclic matrices, called left-circulant matrices. First, we provide a strategy to search for MDS left-circulant matrices by exploiting the properties of the matrices, including the permutation-equivalence relationship. Then, we show that, though no circulant matrices are IMDS, there are IMDS left-circulant matrices. We also provide a strategy to search for such IMDS matrices. The experimental results show that all the lightest MDS matrices and IMDS matrices can be confirmed for \( 3 \leq k \leq 8 \), by using our strategies.

---

2 This is adapted from [17], in which the number of XOR counts of one row is given by \( \sum_{i=1}^{k} \gamma_i + (\ell - 1) \cdot n \), where \( \gamma_i \) is the XOR count of the \( i \)-th entry and \( \ell \) is the number of nonzero coefficients in the row. Since the latter term is fixed for any MDS matrix of order \( k \) over GF(\( 2^n \)), we are only interested in the sum of the XOR counts of the coefficients in a row.
5.1 Lightweight MDS left-circulant matrices

The definition of left-circulant matrices is given as follows.

**Definition 9.** A left-circulant matrix $L$ of order $k$ is a matrix where each subsequent row is a left rotation of the previous row. We denote the matrix as $\ell$-circ($c_0, c_1, \ldots, c_{k-1}$), where $c_i$’s are the entries of the first row of the matrix. The $(i, j)$-entry of $L$ can be expressed as $L[i,j] = c_{(i+j) \mod k}$.

It is infeasible to exhaust all the possible MDS left-circulant matrices over $\text{GF}(2^8)$ for $k = 8$. Notice that the permutation-equivalence relationship (Lemma 1) of circulant matrices also applies to left-circulant matrices. Combining Corollary 2 and permutation-equivalence relationship, we can exhaust all the possible MDS left-circulant matrices over $\text{GF}(2^n)$ with small XOR count for $n \leq 8$ and $k \leq 8$.

To efficiently determine whether a left-circulant matrix is MDS, we collect in advance the symbolic expressions of all determinants of its submatrices, and use them to compute the values of determinants. Once detecting that a determinant has value 0, the matrix is confirmed to be not MDS; otherwise, it is MDS. Using this method, the detection of MDS left-circulant matrices is speeded up (by dozens of times for $5 \leq k \leq 8$) since a lot of submatrices have the same determinants in terms of symbolic expressions.

<table>
<thead>
<tr>
<th>$k$</th>
<th>Polynomial</th>
<th>Left-circulant matrices</th>
<th>XOR count</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>0x1c3</td>
<td>(0x1, 0x1, 0x2)</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>0x1c3</td>
<td>(0x1, 0x1, 0x2, 0x91)</td>
<td>8</td>
</tr>
<tr>
<td>5</td>
<td>0x1c3</td>
<td>(0x1, 0x1, 0x2, 0x91, 0x2)</td>
<td>11</td>
</tr>
<tr>
<td>6</td>
<td>0x1c3</td>
<td>(0x1, 0x2, 0xe1, 0x91, 0x1, 0x8)</td>
<td>18</td>
</tr>
<tr>
<td>7</td>
<td>0x1c3</td>
<td>(0x1, 0x1, 0x91, 0x2, 0x4, 0x2, 0x91)</td>
<td>21</td>
</tr>
<tr>
<td>8</td>
<td>0x1c3</td>
<td>(0x1, 0x1, 0x2, 0xe1, 0x8, 0xe0, 0x1, 0xa9)</td>
<td>30</td>
</tr>
</tbody>
</table>

We show in Table 3 our experimental results on MDS left-circulant $k \times k$ matrices over $\text{GF}(2^n)$ with smallest XOR count for $n = 4,8$ and $3 \leq k \leq 8$. All the provided matrices are optimal among the MDS cyclic matrices in terms of the metric as used in [17,21]. We also exhaust all the left-circulant matrices over $\text{GF}(2^4)$ for $k = 7,8$, and the results show that no such matrices are MDS. It was also noted in [17] that there do not exist circulant $8 \times 8$ matrices over $\text{GF}(2^4)$.
We list in Table 4 the lightest $8 \times 8$ MDS matrices for each type of left-circulant matrices as well as the lightest ones under the two commonly used irreducible polynomials, $0x11b$ and $0x11d$, which are respectively adopted in AES and WHIRLPOOL, and we compare them with the WHIRLPOOL matrix and the MDS Hadamard matrix found in [21]. From this table, we can see that the lightest MDS left-circulant matrices of all types except Type 0 (in which all the coefficients are distinct) have XOR count smaller than the known best ones. For WHIRLPOOL, we also provide an MDS left-circulant matrix which has smaller XOR count using the same irreducible polynomial as in WHIRLPOOL.

Table 4. Comparison of $8 \times 8$ MDS matrices

<table>
<thead>
<tr>
<th>Type</th>
<th>Polynomial</th>
<th>Matrices</th>
<th>XOR count</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>0xc3</td>
<td>(0x1, 0x1, 0x2, 0xe1, 0x8, 0xe0, 0x1, 0xa9)</td>
<td>30</td>
</tr>
<tr>
<td>3</td>
<td>0xc3</td>
<td>(0x1, 0x1, 0x91, 0x2, 0x4, 0x2, 0x12, 0x91)</td>
<td>32</td>
</tr>
<tr>
<td>2</td>
<td>0xc3</td>
<td>(0x1, 0x1, 0x4, 0x2, 0xa9, 0x91, 0x2, 0x3)</td>
<td>33</td>
</tr>
<tr>
<td>1</td>
<td>0xc3</td>
<td>(0x1, 0x1, 0x2, 0xe0, 0x6, 0xe1, 0x91, 0x4)</td>
<td>35</td>
</tr>
<tr>
<td>0</td>
<td>0xc3</td>
<td>(0x1, 0x2, 0x91, 0x8, 0x4, 0x6, 0xe1, 0x3)</td>
<td>42</td>
</tr>
<tr>
<td>4</td>
<td>0x11b</td>
<td>(0x1, 0x1, 0x2, 0x1, 0x74, 0x8d, 0x46, 0x4)</td>
<td>35</td>
</tr>
<tr>
<td>4</td>
<td>0x11d</td>
<td>(0x1, 0x1, 0x2, 0x8e, 0x47, 0x10, 0x1, 0x46)</td>
<td>34</td>
</tr>
<tr>
<td>4</td>
<td>WHIRLPOOL</td>
<td></td>
<td>49</td>
</tr>
<tr>
<td>-</td>
<td>0xc3</td>
<td>Hadamard [21]</td>
<td>40</td>
</tr>
</tbody>
</table>

We also compare in Table 5 our candidates with the previous lightweight MDS matrices for $n < 8$. It shows that all our candidates have the minimum XOR count, though some of them have the same XOR count as the known ones.

5.2 Lightweight IMDS left-circulant matrices

In this section, we first describe the involutory MDS left-circulant matrices and then show our experimental results.

Before showing our main results, we provide some useful properties for left-circulant matrices. It is known that the product of two circulant matrices is a circulant matrix. For left-circulant matrices, a similar property can be obtained.

**Proposition 4.** The product of two left-circulant matrices is a circulant matrix.

**Proof.** Let $A = \ell$-circ$(a_0, a_1, ..., a_{k-1})$ and $B = \ell$-circ$(b_0, b_1, ..., b_{k-1})$ be two left-circulant matrices. Then the $(i, j)$-entry of their product is $\sum_{t=0}^{k-1} A[i, t] \cdot B[t, j] = \sum_{t=0}^{k-1} a_{i+t} b_{t+j} = \sum_{t=0}^{k-1} a_t b_{t+(j-i)}$, which completes the proof. \hfill $\Box$

It is shown in [14] that $C^{2^d} = (\sum_{i=0}^{2^d-1} c_i)^{2^d} I$ and $\text{det}(C) = (\sum_{i=0}^{2^d-1} c_i)^{2^d}$ for any $2^d \times 2^d$ circulant matrix $C = \text{circ}(c_0, c_1, ..., c_{2^d-1})$ over $\text{GF}(2^n)$. Thus we have the following result for left-circulant matrices.
Table 5. Comparison of MDS matrices of order \( k < 8 \)

<table>
<thead>
<tr>
<th>( k )</th>
<th>Polynomial</th>
<th>Matrices</th>
<th>Matrix form</th>
<th>XOR count</th>
</tr>
</thead>
<tbody>
<tr>
<td>GF(2^4)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0x1c3</td>
<td>Hadamard</td>
<td>serial/circulant</td>
<td>13</td>
</tr>
<tr>
<td>4</td>
<td>0x11d</td>
<td></td>
<td>serial/circulant</td>
<td>9</td>
</tr>
<tr>
<td>4</td>
<td>0x1c3</td>
<td>this paper</td>
<td>left-circulant</td>
<td>8</td>
</tr>
<tr>
<td>6</td>
<td>0x11b</td>
<td>PHOTON P_{28k}</td>
<td>serial</td>
<td>23</td>
</tr>
<tr>
<td>6</td>
<td>0x1c3</td>
<td>this paper</td>
<td>left-circulant</td>
<td>18</td>
</tr>
<tr>
<td>GF(2^5)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0x13</td>
<td>Hadamard</td>
<td>serial/circulant</td>
<td>5</td>
</tr>
<tr>
<td>4</td>
<td>0x13</td>
<td>LED</td>
<td>serial</td>
<td>4</td>
</tr>
<tr>
<td>4</td>
<td>0x13</td>
<td>this paper</td>
<td>left-circulant</td>
<td>3</td>
</tr>
<tr>
<td>5</td>
<td>0x13</td>
<td>PHOTON P_{100}</td>
<td>serial</td>
<td>4</td>
</tr>
<tr>
<td>5</td>
<td>0x13</td>
<td>this paper</td>
<td>left-circulant</td>
<td>4</td>
</tr>
<tr>
<td>6</td>
<td>0x13</td>
<td>PHOTON P_{114}</td>
<td>serial</td>
<td>14</td>
</tr>
<tr>
<td>6</td>
<td>0x13</td>
<td>this paper</td>
<td>left-circulant</td>
<td>12</td>
</tr>
</tbody>
</table>

Proposition 5. For \( 2^d \times 2^d \) matrix \( L = \ell\)-circ\((c_0, c_1, \ldots, c_{2^d-1})\) over GF\( (2^n)\), \( L^{2^{d+1}} = \left(\sum_{i=0}^{2^d-1} c_i\right)^{2^{d+1}} I \) and \( \det(L) = \left(\sum_{i=0}^{2^d-1} c_i\right)^{2d} \).

Proof. By the proof of Proposition 4, we know \( L^2 \) is a circulant matrix with \((i, j)\)-entry \( \sum_{t=0}^{2^d-1} c_t c_{t+(j-i)} \), and thus \( (L^2)^{2^d} = \left(\sum_{i=0}^{2^d-1} \sum_{t=0}^{2^d-1} c_t c_{t+i}\right)^{2d} = \left((\sum_{i=0}^{2^d-1} c_i)^2\right)^{2^d} I \), which also implies \( \det(L) = \left(\sum_{i=0}^{2^d-1} c_i\right)^{2d} \). \(\square\)

Proposition 6. For matrix \( L = \ell\)-circ\((c_0, c_1, \ldots, c_{k-1})\) over GF\( (2^n)\), \( L \) is involutory if and only if \( \sum_{i=0}^{k-1} c_i = 1 \) and \( \sum_{i=0}^{k-1} c_i c_{i+j} = 0 \) for all \( 1 \leq j \leq \lfloor \frac{k-1}{2} \rfloor \).

Proof. Since the \((i, j)\)-entry of \( L^2 \) is \( \sum_{t=0}^{k-1} c_t c_{t+(j-i)} \), \( L \) is involutory if and only if \( \sum_{t=0}^{k-1} c_t = 1 \) and \( \sum_{t=0}^{k-1} c_t c_{t+(j-i)} = 0 \) for \( j \neq i \). The proof is completed by the facts that \( \sum_{t=0}^{k-1} c_t c_{t+(j-i)} = \sum_{t=0}^{k-1} c_t c_{t+(j-i)} \) and \( \sum_{t=0}^{k-1} c_t c_{t+j} = 0 \) for even \( k \). \(\square\)

A left-circulant matrix is symmetric and thus an involutory left-circulant matrix is orthogonal. It was shown in [14] that a circulant matrix is not IMDS and an orthogonal circulant \( 2^d \times 2^d \) matrix is not MDS. Similarly, we can prove that an involutory (orthogonal) left-circulant \( 2^d \times 2^d \) matrix is not MDS.

Theorem 4. If \( L \) is a \( 2^d \times 2^d \) left-circulant matrix over GF\( (2^n)\), then \( L \) is not IMDS.

Proof. It is sufficient to prove that if \( L \) is involutory then \( L \) is not MDS. Assume that \( L = \ell\)-circ\((c_0, c_1, \ldots, c_{2^d-1})\) is involutory. By Proposition 3, it holds that \( \sum_{i=0}^{2^d-1} c_{i+2t+1} = 0 \) for \( 0 \leq t \leq 2^{d-2} - 1 \), and thus \( \left(\sum_{i=0}^{2^d-1} c_{2t}\right)\left(\sum_{i=0}^{2^d-1} c_{2t+1}\right) = \sum_{t=0}^{2^{d-2}-1} \sum_{i=0}^{2^d-1} c_i c_{i+2t+1} = 0 \). Note that
\( \ell \)-circ\((c_0, c_2, \ldots, c_{2d-2}) \) and \( \ell \)-circ\((c_1, c_3, \ldots, c_{2d-1}) \) are two submatrices of \( L \). Therefore, according to Proposition 5, at least one of the determinants of these two submatrices equals 0, which shows \( L \) is not MDS.

Our computations also show that there are no IMDS cyclic matrices for \( k = 4, 8 \). Nevertheless, there are IMDS left-circulant matrices for \( k = 3, 5, 6, 7 \).

Next we explain how to search for IMDS left-circulant matrices. Notice that an IMDS left-circulant matrix must satisfy the \( \left\lceil \frac{k+1}{2} \right\rceil \) equations mentioned in Proposition 6. Theoretically, we can solve the equations and then check whether the solutions satisfy the MDS property. However, it is unclear how to efficiently solve the equations in a straightforward way. Solving the equations over \( \mathrm{GF}(2^n) \) using Gröbner basis is very slow for \( n = 8 \) and is slow even for \( n = 4 \). To find the solutions faster, we first guess the values of about \( \left\lceil \frac{k-1}{2} \right\rceil \) out of the \( k \) coefficients, then solve the equations. For \( n = 4 \), we guess all the possible values. For \( n = 8 \), we only guess some of the lightest elements. Our experiments show that it is sufficient to guess the lightest 9 elements to find the lightest IMDS left-circulant matrix.

We can check by Lemma 1 and Proposition 6 that if a left-circulant matrix is involutory then all its permutation-equivalent matrices are involutory. Thus we can use permutation-equivalence relationship to reduce the search space. In other words, once obtain an upper bound of the minimum XOR count, we can exhaust all the possible IMDS left-circulant matrices less than the threshold, and confirm the lightest one, as done for MDS left-circulant matrices.

We provide our results in Table 6. As shown in the table, there are no IMDS left-circulant matrices over \( \mathrm{GF}(2^4) \) for \( k = 6 \). All the listed matrices have been confirmed to achieve the smallest XOR count.

<table>
<thead>
<tr>
<th>( k )</th>
<th>Polynomial</th>
<th>Matrices</th>
<th>XOR count</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>0x169</td>
<td>((0x5a, 0xa, 0x51))</td>
<td>30</td>
</tr>
<tr>
<td>4</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>5</td>
<td>0x165</td>
<td>((0x1, 0x2, 0xb3, 0xbb, 0xa))</td>
<td>46</td>
</tr>
<tr>
<td>6</td>
<td>0x165</td>
<td>((0x1, 0x1, 0xb3, 0xc2, 0x4, 0x9a))</td>
<td>46</td>
</tr>
<tr>
<td>7</td>
<td>0x165</td>
<td>((0x1, 0x2, 0xc5, 0xb2, 0xa4, 0x10, 0x58))</td>
<td>68</td>
</tr>
<tr>
<td>7</td>
<td>0x139</td>
<td>((0x1, 0x1, 0x8, 0x96, 0x21, 0x98, 0x26))</td>
<td>68</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( k )</th>
<th>Polynomial</th>
<th>Matrices</th>
<th>XOR count</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>0x1f</td>
<td>((0x2, 0xf, 0xc))</td>
<td>12</td>
</tr>
<tr>
<td>4</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>5</td>
<td>0x13</td>
<td>((0x1, 0x2, 0x5, 0x4, 0x3))</td>
<td>14</td>
</tr>
<tr>
<td>6</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>
6 Conclusion

In this paper, we have presented a series of theory on generalized circulant matrices, so-called cyclic matrices, and also exploited the technique to successfully find the lightest MDS and involutory MDS matrices among this class of matrices with small orders. On one hand, cyclic matrices maintain the characteristics of circulant matrices, such as compact and flexible implementations in hardware and branch number in diffusion layer. On the other hand, they possess some advantages that circulant matrices cannot provide, for instance, the existence of involutory MDS matrices. The discovery of properties and constructions of MDS cyclic matrices may provide practical significance as well as theory value. Before this work, searching for the lightest MDS circulant matrices of order 8 are widely believed to be infeasible. Our results demonstrate an opposite view on this—we make it feasible under a credible metric—despite no guarantee of general case. As such, we can find the lightest MDS circulant matrices of order 8 which have less XOR count than the previously known ones in the literatures. Specially for the hash function WHIRLPOOL, we also provide a better MDS matrix which has smaller XOR count under the same setting. Although it is proven that IMDS left-circulant matrix of order $2^d$ does not exist, we find IMDS matrices for the other orders which forms a complement to the work in [21], where there exist only IMDS Hadamard matrices of order $2^d$. All in all, we have found new lightweight MDS matrices that are flexible in hardware implementation and also a complete set of lightweight IMDS matrices for order $k \leq 8$.
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A Generate Representatives for Equivalence Classes of Circulant Matrices

With the knowledge of equivalence classes of circulant matrices, what we need is an algorithm to pick one representative from each equivalence class and check if it is MDS. For simplicity, we focus on the index of the entries, the idea is to exhaust all non-C-permutations. Before we describe how to generate the representatives, we introduce some notations and observations.

The position $i$, where $0 \leq i \leq k-1$, is the $i$-th entry of the first row of the circulant matrix of order $k$. For example, the first row of a circulant matrix of order 4 is given as $(c_1, c_3, c_2, c_0)$, we can describe it as index 1 is in position 0, index 3 is in position 1, etc. The coprime positions consist of position $i$ where $i$ is coprime with $k$. In the earlier example, index 0 and 3 are in coprime positions.

Recall that $\sigma$ is a C-permutation if it is of the form $\sigma(i) = (bi + a) \mod k$. We can always have a representative with index 0 at position 0 by applying a C-permutation with $b = 1$ and $a \equiv -z \mod k$, where index 0 is in position $z$. Therefore, without loss of generality, we fix index 0 at position 0 and hence $a = 0$.

One can observe that by apply some C-permutation $\sigma(i) = bi \mod k$, the indexes in coprime positions remain in coprime positions, similarly for the indexes in non-coprime positions. This is a direct result from the modulo arithmetic and we omit the proof as it can easily be verified. With this observation, we can choose any index which is in a coprime position $x$ to be in position 1 by applying a C-permutation with $b \equiv x^{-1} \mod k$. Without loss of generality, we choose the smallest index among those in coprime positions to be in position 1 for the representatives.

With that, we can generate one representative for each equivalence classes by first fixing index 0 in position 0. Next, partition the remaining indexes into the coprime and non-coprime positions, choose the smallest index among those in coprime positions to be in position 1. Finally, permute the remaining indexes within the coprime and non-coprime positions. The total number of representatives generated is

$$
\binom{k-1}{\varphi(k)} \times (\varphi(k) - 1)! \times (k - 1 - \varphi(k))! = \frac{(k-1)!}{\varphi(k)},
$$

which is exactly the number of equivalence classes for a given order $k$ from Theorem 1.

Example 5. For a circulant matrix of order 4, we let $c_0$ to be in position 0. We partition the remaining indexes into coprime and non-coprime positions, there are 3 ways to partition them. Finally, we pick the smallest index among those in coprime positions to be in position 1. We obtain $\{(1,1), (2,3) \mid (3,2)\}$, $\{(1,1), (3,3) \mid (2,2)\}$ and $\{(2,1), (3,3) \mid (1,2)\}$, where $(x,y)$ means index $x$ in position $y$. Thus we have a total of 3 representatives, namely $(c_0, c_1, c_3, c_2)$, $(c_0, c_1, c_2, c_3)$ and $(c_0, c_2, c_1, c_3)$. 

B Compact Equivalence Class of Hadamard Matrix

Definition 10. A Hadamard matrix is a matrix of order \(2^s\), where \(s > 0\), that can be defined by its first row of entries \(\{h_0, h_1, \ldots, h_{2^s-1}\}\), and the \((i, j)\)-entry can be expressed as \(H[i, j] = h_i \oplus h_j\).

In [21], the authors presented the equivalence classes of Hadamard matrices in terms of its branch number. First, let us recall the definition of the equivalence relation for the Hadamard matrices.

Definition 11. [21] Let \(H\) and \(H\sigma\) be two Hadamard matrices with the same multi-set of entries up to some permutation \(\sigma\). We say that they are related, \(H \sim H\sigma\), if for every pair of input vectors, \((u, u\sigma)\), where \(u\sigma\) is the vector \(u\) undergoing permutation \(\sigma\), to \(H\) and \(H\sigma\) respectively, have the same output vectors up to some permutation.

More generally, the equivalence relation \(\sim\) states that two matrices \(M\) and \(M'\) are related if there exists some permutation \(\pi\) such that for all input vectors \(u\), \(Mu\) and \(M'u'\) have the same output vectors up to some permutation, where \(u'\) is vector \(u\) that undergoes the permutation \(\pi\).

Notice that the permutation \(\sigma\) from the above definition is equivalent to an index permutation in our context. In [21], the authors proved that if the index permutation \(\sigma\) is some \(H\)-permutation, then \(H \sim H\sigma\). Its converse, however, remains an open question. More precisely, could there be other index permutations that also satisfy the equivalence relation \(\sim\)? Observing the similarity of this question and our work, we analyze the \(H\)-permutation and the equivalence classes of Hadamard matrices and find that the answer is no. The \(H\)-permutations have capture all possible index permutations that are related by \(\sim\).

To prove this, we first show that our equivalence relation \(\sim_B\) and their equivalence relation \(\sim\) are equivalent. Next, we show that “any index permutation \(\sigma\) that satisfies \(H \sim_B H\sigma\) is a \(H\)-permutation”.

Proposition 7. The equivalence relations \(\sim\) and \(\sim_B\) are equivalent.

Proof. (\(\Rightarrow\)) Suppose we have two matrices \(M\) and \(M'\) of order \(k\) such that \(M \sim M'\). For any input vector \(u\), the output vectors \(Mu\) and \(M'u'\) are the same up to some permutation, where \(u' = \pi(u)\). This permutation can be expressed as some right-multiplication permutation matrix \(P\) to the output vector. In addition, the permutation \(\pi\) on \(u\) can be expressed as some right-multiplication permutation matrix \(Q\). Hence, we have \(Mu = PM'Qu\). By considering \(u = e_i, \forall i \in \{1, 2, \ldots, k\}\), where \(e_i\) is a vector of zeroes except the \(i\)-th position is 1. We can see that \(M = PM'Q\), therefore \(M \sim_B M'\).

(\(\Leftarrow\)) Given that \(M = PM'Q\), for any vector \(u\), we obtain \(Mu = PM'u'\), where \(u' = Qu\). This shows that there exists permutation \(Q\) such that the output vectors \(Mu\) and \(M'u'\) are the same up to some permutation \(P\). Hence, we have \(M \sim M'\). \(\Box\)
Here, we give an equivalent but slightly different description for the $\mathcal{H}$-permutation, let $\sigma$ be some $\mathcal{H}$-permutation, then $\sigma$ satisfies

$$\sigma(i \oplus j) = \sigma(i) \oplus \sigma(j) \oplus \sigma(0),$$

where $i, j \neq 0$. The first two terms capture the condition that $\sigma$ is linear if $\sigma(0) = 0$, and the term $\sigma(0)$ represents the permutation that picks row $\sigma(0)$ of a Hadamard matrix as the first row and generates a new Hadamard matrix under the same rule.

**Theorem 5.** Given two Hadamard matrices $H$ and $H'$, $H \sim_B H'$ if and only if $\sigma$ is some index permutation satisfying $\sigma(i \oplus j) = \sigma(i) \oplus \sigma(j) \oplus \sigma(0)$, $\forall i, j \in \{1, \ldots, 2^s - 1\}$.

**Proof.** The “if” direction is proven in the original paper [21], hence we only need to prove the “only if” direction.

Given that $H \sim_B H'$, by Definition 6, there exists permutation matrices $P$ and $Q$ such that $H' = PHQ$, where $P$ (resp. $Q$) is in fact a row (resp. column) permutation on $H$. Suppose $\sigma(0) = a$, where $a \neq 0$, we can introduce an index permutation $\pi_a(i) = i \oplus a$ to obtain $(\pi_a \circ \sigma)(0) = 0$. Note that by the nature of the construction of Hadamard matrix, the index permutation $\pi_a$ corresponds to a row permutation. Therefore, for any $H'$ such that $H' = PHQ$, we can always apply some index permutation $\pi_a$ to fix the first element $h_0$ and accordingly pre-multiply $H'$ by a corresponding row permutation $P_a$, which gives $H^{\pi_a \circ \sigma} = P_a PHQ$, where $\pi_a(\sigma(0)) = 0$.

Next, we consider index permutation $\phi$ that fixes 0 and $H \sim_B H^\phi$. For any submatrix $M$ of $H^\phi$ formed by the same rows and columns 0, $i$, $i \oplus j$, where $i \neq j$ and $i, j \in \{1, \ldots, 2^s - 1\}$. One can see that $M$ consists of 4 coefficients, namely $h_0, h_{\phi(i)}, h_{\phi(j)}$ and $h_{\phi(i \oplus j)}$. Since $H^\phi = PHQ$, $M$ of $H^\phi$ corresponds to some submatrix $N$ of $H$.

Suppose row $r_0$ of $H$ is one of the rows of $N$, then the 4 columns of $H$ that make up $N$ are columns $r_0, r_i \oplus \phi(i), r_0 \oplus \phi(j)$ and $r_0 \oplus \phi(x)$. Similarly, for another row $r_1$ of $H$ that is also one of the rows of $N$, columns $r_1, r_1 \oplus \phi(i), r_1 \oplus \phi(j)$ and $r_1 \oplus \phi(i \oplus j)$ of $H$ make up $N$. Since both sets of columns describe that same submatrix $N$ of $H$, we want to find a matching between the two sets of columns $\{r_0, r_0 \oplus \phi(i), r_0 \oplus \phi(j), r_0 \oplus \phi(i \oplus j)\}$ and $\{r_1, r_1 \oplus \phi(i), r_1 \oplus \phi(j), r_1 \oplus \phi(i \oplus j)\}$, where $r_0 \neq r_1$. This implies $\{x, x \oplus \phi(i), x \oplus \phi(j), x \oplus \phi(i \oplus j)\}$ and $\{0, \phi(i), \phi(j), \phi(i \oplus j)\}$ for some $x \neq 0$. Thus $x \in \{\phi(i), \phi(j), \phi(i \oplus j)\}$. If $x = \phi(i)$, then $\{x \oplus \phi(j), x \oplus \phi(i \oplus j)\} = \{\phi(j), \phi(i \oplus j)\}$ and thus $x \oplus \phi(j)$. Similarly, we can obtain $\phi(i \oplus j) = \phi(i) \oplus \phi(j)$ for the other cases. Therefore, if $H \sim_B H^\phi$ with $\phi(0) = 0$, the index permutation $\phi$ satisfies the linear property $\phi(i \oplus j) = \phi(i) \oplus \phi(j)$.

Finally, we can see that if $H \sim_B H^\phi$ and we consider $\sigma = \pi_{\sigma(0)} \circ \phi$, then we have $\sigma(i \oplus j) = \sigma(i) \oplus \sigma(j) \oplus \sigma(0)$. \hfill \square

This concludes that the equivalence classes of Hadamard matrices described in [21] is already the most compact classification of generic Hadamard matrix in terms of its branch number.