Abstract. Private set operation (PSO) protocols provide a natural way of securely performing operations on data sets, such that crucial details of the input sets are not revealed. Such protocols have an ever-increasing number of practical applications, particularly when implementing privacy-preserving data mining schemes. Protocols for computing private set operations have been prevalent in multi-party computation literature over the past decade, and in the case of private set intersection (PSI), have become practically feasible to run in real applications. In contrast, other set operations such as union have received less attention from the research community, and the few existing designs are often limited in their feasibility. In this work we aim to fill this gap, and present a new technique using Bloom filter data structures and additive homomorphic encryption to develop the first private set union (PSU) protocol with both linear computation and communication complexities. The overheads of our protocol scale better with increasing set sizes than existing PSU designs and we thus provide the first potentially practical realisation of the PSU functionality. Moreover, we show how to adapt this protocol to give novel ways of computing PSI and private set intersection/union cardinality (PSI/PSU-CA). The resulting schemes have complexities that are comparable to current solutions that are considered practical. We therefore present an adaptable way for efficiently computing the main set operations, with linear complexities, and with the possibility of extending to compute other more complex functionalities. Our constructions can be proven secure with respect to both semi-honest and malicious adversaries.
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1 Introduction

The emergence of Big Data has resulted in an increasing need for analytical techniques such as data mining that allow entities to gain information from the large data sets they own. Even more can however be learnt by combining internal data sets with other entities, although to do this privacy-preserving measures must be put in place to stop data being leaked to competitors or untrusted parties.
Private set operation (PSO) protocols provide a natural way of securely performing operations on these combined data sets, such that crucial details of the different input sets are not revealed to participating parties. In the last decade research into private set intersection (PSI) protocols has resulted in designs that are practically feasible for real-world use. Particularly, the works of [14, 30, 31] have shown that certain techniques and data structures like oblivious transfer (OT) and Bloom filters can be used to design protocols that scale and perform well, even for huge data sets (e.g. containing billions of items). These constructions are crucial for developing large-scale data mining applications where data privacy and efficient computation are important for practical usage. For example computations over genetic data as shown in [20] may require comparing records from databases with hundreds of millions of elements.

Despite of much recent progress in the design of PSI protocols, research into performing other set operations in similar secure way has not been as comprehensive, and thus has not been able to provide protocols that meet the same efficiency requirements. For instance, the state of the art in private set union (PSU) protocols requires a quadratic number of exponentiations in the size of the sets involved in the computation. More generally, Kissner and Song [26] introduced an adaptable way of computing multiple PSOs with quadratic overheads for communication and computation; no other work since has managed to improve on these. This means that complex data mining applications that rely on the computation of multiple set operations is likely to require implementation of inefficient protocols. We address this problem in this paper, by proposing a method for implementing different privacy-preserving set operations with linear overheads for both computation and communication.

1.1 Applications of PSOs

Private set operation protocols have an ever-increasing number of practical applications, particularly in privacy-preserving data mining schemes. We provide below examples of applications for the main types of set operations.

1. **Law enforcement:** An airline must alert law enforcement authorities if anyone who has been placed on a no-flight list attempts to board a flight. The airline may not want to give away customer data unnecessarily and the authorities must not give away data on criminals to the airlines. A private set intersection (PSI) protocol allows the two entities to compare the sets of people they are aware of and learn only the intersection.

2. **International crime:** Two or more states may want to combine the information they have about criminals operating on an international scale. It benefits all parties to know about all the individuals operating at this level as they could target any of the countries involved. The entities can use a private set union (PSU) protocol to learn all of their combined data.

3. **Changes in customer base:** An industry sector wants to evaluate whether the customer base has grown or declined over a certain time period. To do this the major entities in the sector must combine the number of customers
they have currently together. The companies can enact a private set union cardinality (PSU-CA) protocol on their set of customers to learn the combined number of customers in the sector.

4. **Ad-space usage:** An online marketplace selling ad-spaces on their web platform seeks to find out how many new customers current ad-space purchasers gain to give figures out to prospective buyers. In this case the entities will look to perform a private set intersection cardinality (PSI-CA) protocol to learn the number of common customers that they both have.

Further concrete examples of the applicability of PSOs range from proximity testing [28] to botnet discovery [27] to implementation of mediating mechanisms in cyber security information sharing schemes [25]. All these examples highlight the need for efficient and scalable techniques for computing different set operations, particularly on large data sets.

1.2 **Our contributions**

We first address the void in efficient PSU protocols by developing a new two-party construction, secure against semi-honest adversaries. The design is based on an inverted representation of Bloom filters alongside the usage of an additively homomorphic encryption scheme. We extend previous works by [16, 17, 19] by utilising a similar encryption technique but make use of the optimal data structure provided by Bloom filters to gain better complexities for computation. Our PSU protocol is the first to demonstrate both linear computation and communication complexities. Furthermore, similar to previous private union protocols of [2, 17, 26], we show in the appendix how to adapt our protocol to retain security in the malicious model, whilst retaining the linear complexities that we achieved in our semi-honest design. To do this we require an authorisation step by a third party for authorising the client’s set (similar to the APSI designs highlighted in [10, 11, 13]), and a homomorphic signature scheme that allows for polynomial operations and satisfies a context-hiding privacy requirement.

Moreover, we show how the simplicity of our PSU proposal means that we can adapt our protocol to compute other fundamental set operations, such as PSI or PSI/PSU-CA. These constructions also have linear complexities putting them in line with current practical solutions in the wider research area. These adaptations are achieved with minimal changes in the design structure and result in a suite of protocols that enables computation of all the major PSOs. Consequently we have devised an easily implementable technique that allows developers to create a library of PSOs with very similar functional requirements. We see this as an advantage for privacy-preserving data mining applications that require the running of multiple efficient instantiations of PSOs.

Our adaptable construction can be seen as an extension of previous work by [26] and subsequent attempts by [2, 13, 19] to provide multiple PSOs. Our work is the first to provide a scalable solution to this problem, with the first PSU protocol with linear asymptotic efficiency, along with very similar designs for PSI and PSI/PSU-CA with almost identical efficiency. Our design plausibly
lends itself to further extensions for computing more complex set operations while retaining efficiency and security, for instance it seems likely that we could implement the more granular threshold designs shown in [2, 26]. We consider this an interesting area of future work. The simplicity of our toolkit lies in the need for just an instantiation of an additive and a multiplicative homomorphic encryption scheme alongside a Bloom filter implementation.

1.3 Layout of work

In Section 2 we provide a summary of the current standard of PSO protocols along with the tools we use to develop our solution. Section 3 presents our PSU protocol, while Section 4 demonstrates how to adapt our PSU design to compute PSI and PSI/PSU-CA with similar performance. Finally, it should be noted that in Appendix G we discuss the alterations that can be made to realise malicious security for our PSU design (resulting in an authenticated variant i.e. APSU) and then in Appendix H we give a proof of our maliciously secure protocol.

2 Background

2.1 Notation

We will primarily consider two-party protocols with players $P_1$ and $P_2$ who own sets $S_1$ and $S_2$, respectively. We commonly denote the cardinalities of the private sets by $n = |S_1|$ and $m = |S_2|$. We denote the domain of elements by $E$, the security parameter by $\lambda$ and, for multi-party protocols, the number of players by $N$, where $c < N$ denotes the number of corrupted players in a protocol instantiation. We refer to $B$ as the length of the Bloom filters that we use, while $k$ refers to the number of corresponding hash functions. Appendix B provides an explanation of how Bloom filters work and how they are constructed, including how to optimally choose parameters for efficiency. When discussing the use of homomorphic operations over ciphertexts, we use $+_H$ when invoking additions and $\times_H$ on the invocation of multiplication. Appendix C fully describes our notation regarding partially homomorphic encryption (PHE) schemes.

2.2 Current methods for PSOs

**PSI protocols** Freedman et al. were the first to develop a protocol for specifically tackling PSI in [16]. Their design was based on oblivious polynomial evaluation (OPE) where they use additively homomorphic encryption in order to realise the OPE functionality. Their initial design has communication of $O(n)$ bits and computation of $O(n^2)$ exponentiations, however they leverage a hashing optimisation to get computation complexities of $O(n \log \log n)$. While works such as [12, 19, 26] followed with newer designs based on OPE, all the constructions have been shown to require at least a sub-quadratic amount of exponentiations.

Since then research has focused on achieving PSI with more efficient constructions. De Cristofaro et al. were the first to demonstrate the possibility of
a practical design in [10, 11], notably featuring linear complexities of $O(n + m)$ in both computation of exponentiations and in communication. Their protocols were based on a public-key technique that they called ‘blind-RSA’, and was shown to be secure with respect to semi-honest and malicious adversaries.

Later, Huang et al. showed in [21] that using garbled circuits they could achieve a semi-honest secure protocol that ran in comparably quick times to [11], and quicker in settings where very large keys were used (e.g. 256 bits). The focus on experimentation was carried over by Dong et al. in [14] who used a technique named ‘Garbled Bloom filters’ to construct a PSI protocol achieving complexities favourable to [11, 21], with runtime performance several orders of magnitude faster for both short and long security levels. Their protocol utilises parallelisation and fast operations to make significant gains in runtimes, with good performance even when sets contain $\sim 2$ million elements.

The most recent and efficient works have come from Pinkas et al. in [30] (with a further optimisation in [31]). Their protocols are based on oblivious transfer (OT) and makes usage of the fact that OT extension allows for a polynomial amount of OTs to be generated from an initial much smaller amount of OTs (see [22]). Using various external hashing optimisations, they show that their protocols run faster than any previous designs. Tables 4 and 5 in Appendix A display values taken from [30] demonstrating the runtimes and communication demands of these protocols when run on the same platforms over sets of sizes $2^{10} - 2^{18}$. The low run-times of the protocols coupled with the minimal effect of scaling set sizes, especially for the works of [14] and [30], establishes the applicability of these protocols to real-world scenarios.

**PSU protocols** Work on PSU protocols has been relatively scarce in comparison, with most protocols being derived as part of a generic construction for multiple PSOs. The work of [26] was the first to develop multi-party protocols for all of the main set operations, additionally including some more specific primitives that included thresholds into multi-set union and intersection protocols. Their work is based on OPE and demonstrates communication of $O(cNn \log |E|)$ with quadratic computation $O(nm)$. Both of these complexities are unfavourable and highlight the scalability problem with OPE-based protocols.

Additionally, Brickell and Shmatikov [8] devise two PSU protocols, although both require communication and computation of $O((n+m) \log |E|)$ and are thus too inefficient to be considered as practical for large set sizes. Their most efficient design requires $O((n+m) \log |E|)$ garbled circuit evaluations for computing the minimum of two values across a total of $O((n+m) \log |E|)$ communication rounds. Furthermore it requires that both parties assign an ordering to the entire universe of set elements $E$ which requires the universe to be polynomially-sized which is a limitation on the design. It should be noted however that the PSU protocol that the authors design hides the set cardinality of both players ( unlike the other constructions that we consider here) and additionally the output of the union is provided for both players, standing in contrast to our protocol alongside other PSU designs such as [17].
Since then Frikken [17] proposed a OPE-based PSU protocol very similar to the design of [16], with identical complexities. Hazay et al. in [19] make use of an oblivious pseudorandom function to build on the protocol of [16] and generate a maliciously secure protocol, however the complexities are not competitive with semi-honest protocols.

More recently Blanton et al. [2] focus on multi-party PSO protocols that meet composability guarantees. Their work achieves only quadratic complexities for both communication and computation, using similar techniques to the work of [8] except that the ordering of elements in the universe is no longer required. The protocols also achieve PSU and other operations where the elements are unknown to the computing parties (the inputs are secret shared), therefore the technique is better suited to an outsourced computation setting.

Table 6 in Appendix A compares the complexities of these main constructions, the works [26] and [2] display complexities that are relevant in the multi-party case. Other constructions for constructing PSU protocols, such as [32], do exist but none of these have managed to capture linear complexities in their design.

**PSI/PSU-CA protocols** Two of the most efficient protocols for computing set cardinality are the public-key based design by De Cristofaro et al. in [9] and the multi-party Bloom filter based construction by Egert et al. in [15]. The complexities of the designs for the two-party case are shown in Table 7. Both designs showcase linear complexities and can therefore be thought of as practical designs for PSI/PSU-CA. The reason for this efficiency is undoubtedly the usage of techniques such as those shown in [11, 14] to aid the construction.

**Encrypted Bloom filters** Our constructions rely on the encryption of each entry in a Bloom filter (see Appendix B for an explanation) with a partially homomorphic encryption scheme that allows another player to obliviously calculate the status of their elements regarding the original set. The creator of the Bloom filter can then decrypt these computations and learn elements depending on the functionality of the protocol.

The work of [1] defined a form of encrypted Bloom filter where the encryption was applied to the output of the hash functions. Boneh et al. presented their own work detailing how encrypted Bloom filters could be used for private information retrieval in [5] using the encryption scheme of [4].

Kerschbaum later developed a PSI protocol (secure in the semi-honest and malicious settings) in [23] along with a work guaranteeing supply chain integrity in [24]. Both works use encrypted Bloom filters, with [23] using the Goldwasser-Micali (GM) scheme to perform these encryptions. To test for intersection, the server is required to compute \( k \) multiplications for each of the \( m \) elements in their set. The design incurs a ciphertext element expansion of \( k \), and \( P_1 \) is required to perform a total of \( km \) decryptions. We avoid these overheads in our protocols. It should also be noted that the malicious designs of [23] do not protect against the possibility of a malicious server preventing \( P_1 \) from receiving the correct
output. Our malicious protocol in Section G ensures that correctness of output is achieved as well as privacy for both players.

The most recent work to involve the use of encrypted Bloom filters is by Debnath et al. in [13]. The scheme that they propose uses GM encryption in the same way as [23] to encrypt each entry of an inverted Bloom filter. They then show how it is possible to build PSI-CA and PSI protocols for two parties. Their work requires that the set of both parties be represented as a bit string (since GM encryption operates over single bits) resulting in very large strings for large sets. Coupling this with the requirement for a quadratic number XOR operations in the string length leads to unfavourable computational demands. Moreover, their protocol is not proven secure for a malicious server (i.e. $P_2$ in our case). It should be noted that none of the previous designs using this technique have addressed PSU protocols or versatile tools for computing all of the main PSOs detailed here.

2.3 Security model for PSOs

Protocols for computing PSOs can be proven secure with respect to either semi-honest or malicious adversaries. Before we show what this means we first define the notion of computational indistinguishability for probability distributions:

Definition 1. Let $X = \{X_\lambda\}_{\lambda \in S}$ and $Y = \{Y_\lambda\}_{\lambda \in S}$ be probability ensembles indexed by $S$. We say that these ensembles are computationally indistinguishable for all probabilistic polynomial time (PPT) algorithms, $\{D_n\}_{n \in \mathbb{N}}$, if there exists a negligible function $\text{negl}: \mathbb{N} \rightarrow [0, 1]$ where

$$|\Pr[D_n(\lambda, X) = 1] - \Pr[D_n(\lambda, Y) = 1]| < \text{negl}(n)$$

and we write $X \simeq Y$ to denote this.

Semi-honest security Now assume that we have a protocol $\pi$ that is required to securely represent a specific polynomial-time functionality $f$. Let $S_i$ be the input set of $P_i$ for $i \in \{1, 2\}$ and let $aux_i$ be a set of auxiliary information that $P_i$ holds (we specifically consider the case where $f$ computes an operation over input sets). For each $P_i$ define the view of the protocol for $P_i$ to be $\text{view}_i^\pi(S_1, S_2) = (\text{Inp}_i, r_i, \text{msg}_i, \pi(S_1, S_2))$ where $\text{Inp}_i = (S_i, aux_i)$ is the combined input of $P_i$ to $\pi$, $r_i$ are the internal coin tosses of $P_i$, $\text{msg}_i$ is the messages viewed by $P_i$ in the protocol and $\pi(S_1, S_2)$ is the output witnessed by $P_i$. Then we can formulate the following definition for semi-honest adversaries.

Definition 2. Protocol $\pi$ securely computes the functionality $f$ in the presence of static semi-honest adversaries if there exists polynomial-time simulators $Sim_1, Sim_2$ where

$$\{Sim_1(\text{Inp}_1, f(S_1, S_2))\} \simeq \{\text{view}_1^\pi(S_1, S_2)\}$$

$$\{Sim_2(\text{Inp}_2, f(S_1, S_2))\} \simeq \{\text{view}_2^\pi(S_1, S_2)\}$$
Intuitively, this states that each party’s view of the protocol can be simulated using only the input they hold and the output that they receive from the protocol. Therefore a corrupted $P_1$ or $P_2$ is unable to learn any extra information that cannot be derived from the input and output explicitly.

**Malicious security** For the malicious case we have to argue slightly differently. Let $\text{Real}^\pi_i(S_1, S_2)$ be the view of $P_i$ in the real execution of the protocol $\pi$ and let $\text{Ideal}^\pi_i(S_1, S_2)$ be the view of $P_i$ in the ideal execution where all inputs $\text{Inp}_i$ are submitted to directly to the functionality $f$ by a trusted party who then returns the output $f(S_1, S_2)$ to the relevant player. Informally we need to show that any attack that a corrupted $P_i$ can perform in the real execution can also be performed in the ideal world and thus we get the following definition

**Definition 3.** Protocol $\pi$ securely computes the functionality $f$ in the presence of malicious adversaries if we have that

$$\{\text{Real}^\pi_1(S_1, S_2)\} \simeq \{\text{Ideal}^\pi_1(S_1, S_2)\}$$
$$\{\text{Real}^\pi_2(S_1, S_2)\} \simeq \{\text{Ideal}^\pi_2(S_1, S_2)\}$$

3 PSU protocol

The current designs in Section 2.2 highlight certain ways of developing protocols that lead to practical designs. One of these ways was to use Bloom filters where [14] and [15] used the data structure to develop protocols with linear complexities and, in the PSI case, with demonstrably quick run-times even with large set sizes.

Our protocol is the first to use Bloom filters to retrieve PSU on two sets. We achieve this by encrypting the Bloom filter using an additively homomorphic encryption (AHE) scheme, appendices C and D give descriptions of an AHE scheme and in particular the Paillier encryption scheme that allows for these operations over ciphertexts. This form of encryption allows receiving parties to obliviously evaluate their elements with respect to the Bloom filter.

We also use a non-standard representation of a Bloom filter by inverting each entry prior to encryption. This allows us to compute PSU without the need for fully homomorphic operations which require heavy computation and large parameters in practice for current encryption schemes. In the following we formalise the notions of encrypted and inverted Bloom filters. Both techniques are crucial to our protocol design.

**Definition 4.** Let $(P, C, K, E, D)$ be a public-key cryptosystem and $(pk, sk) \leftarrow K$ be generated at random from the key space $K$. Let the Bloom filter calculated by $P_i$ for the set $S_i$ be denoted as $BF_i$ and have $B$ entries such that $\forall b \in \{1, \ldots, B\}$ we have $BF_i[b] \in \{0, 1\}$. The corresponding encrypted Bloom filter is denoted by $EBF_i$ and has $B$ entries where each entry is defined in the following way:

$$EBF_i[b] = E_{pk}(BF_i[b])$$

When referring to an encrypted and inverted Bloom filter we will write $EIBF_i$. 

---

---
where $E_{pk}(x)$ denotes the encryption of $x \in P$ with respect to the public key $pk$. In the following we define $\mathbf{EBF}_i = \{C[1], \ldots, C[B]\}$ and for $y_j \in S_i$, then $\mathbf{EBF}_i[h_u(y_j)] = C_u^{(j)}$ for $u = \{1, \ldots, k\}$ and where $h_u$ is the $u^{th}$ hash function used in computing the original Bloom filter.

**Definition 5.** Let $BF_j$ be a Bloom filter that represents the set of party $P_j$. We define the corresponding inverted Bloom filter to be $IBF_j$ where

$$IBF_j[i] = \begin{cases} 1 & \text{if } BF_j[i] = 0 \\ 0 & \text{otherwise.} \end{cases}$$

The premise of the encrypted Bloom filter is that if we encrypt with an IND-CPA encryption scheme then another party will be unable to distinguish from an encrypted ‘0’ or ‘1’ entry. To make the encryption of the Bloom filter well-defined we use 0 and 1 entries (where 1 is the identity element) from a ring instead of using bits, this allows us to use Paillier encryption where we use the plaintext ring $\mathbb{Z}_N$ for $N = p \cdot q$ for primes $p, q$. We provide a more thorough discussion of the scheme in Appendix D and we will denote these ring elements by 0 and 1 throughout. The usage of this encryption method allows the creator of the Bloom filter to send out $\mathbf{EBF}/\mathbf{EIBF}$ and not have to worry about the receiver being able to infer anything from it. In the next section we will show how our PSU protocol, $\pi^{EBF}$, uses the security of the encryption to prevent the server from learning extra information about the client’s set.

### 3.1 Preliminaries

Both parties are given the $k$ hash functions which are chosen to evaluate the Bloom filter for elements in the sets. The elements $y_j \in S_2$ are assumed to be represented by elements in $\mathbb{Z}_N$ as they are in the work of [17]. We reiterate here that we will be using the optimal Bloom filter parameters detailed in Appendix B in Equations (6) and (7).

Additionally we assume that $P_1$ has a public key $pk$ which is made available to $P_2$. $P_1$ also has a secret key $sk$ that she uses for decryption. Both parties also have access to sources of internal randomness that they can use for computing any tasks that require it such as encryption and sampling random values. We additionally only assume that $P_1$ is aware of the size of $S_2$, meaning that $P_2$ (the server) remains unaware of $|S_1|$. The following is a description of how the protocol works; in Figure 1 in Appendix A we provide an overview of our design.

### 3.2 Protocol steps

Inputs - $P_1$: $[ (pk, sk), S_1, |S_2| ]$, $P_2$: $[ pk, S_2 ]$

1. $P_1$ calculates $BF_1$ representing $S_1$ by evaluating $h_1, \ldots, h_k$ on their set of elements. She then inverts each entry in $BF_1$ to retrieve $IBF_1$. 
2. \( P_1 \) separately encrypts each element \( \text{IBF}_1[l] \) of the inverted Bloom filter, where \( 1 \leq l \leq B \), using \( pk \). \( P_1 \) now possesses \( \text{EIBF}_1 \), where \( \text{EIBF}_1[l] = C[l] \).

She sends \( \text{EIBF}_1 \) to \( P_2 \).

3. \( P_2 \) evaluates each element \( y_j \in S_2 \) using the \( k \) hash functions and retrieves \( \{C_1^{(j)} , \ldots , C_k^{(j)} \} \) where \( C_j^{(j)} = \text{EIBF}_1[h_k(y_j)] \) for \( j \in \{1, \ldots , m\} \).

4. \( P_2 \) computes \( c_j = (C_1^{(j)} + h \ldots + h C_k^{(j)}) \) and sends \( \tilde{p}_j = c_j \cdot y_j, c_j \) to \( P_1 \).

5. \( P_1 \) receives \( \tilde{p}_j, c_j \). First she checks the value of \( c_j \) by computing \( D_{sk}(c_j) = q_j \). If \( q_j = 0 \) then \( D_{sk}(c_j \cdot y_j) = 0 \) so nothing can be learnt and she does not decrypt. Else \( D_{sk}(c_j \cdot y_j) = z_j \cdot y_j = p_j \), where she does decrypt.

6. \( P_1 \) computes \( z_j^{-1} \) for \( q_j \neq 0 \) and then calculates \( p_j \cdot z_j^{-1} = y_j \).

7. \( P_1 \) adds all \( y_j \) to the set \( V \) where the corresponding \( q_j \neq 0 \) and outputs the set \( S_1 \cup V \).

Remark 1. As we describe in Appendix D, we adopt the notation \( c_j \cdot y_j \) for scalar multiplication with scalar \( y_j \). This preserves the generality of the protocol relative to the AHE scheme used, for Paillier encryption however this multiplication would usually be invoked via an exponentiation, i.e. \( c_j^{y_j} \).

Remark 2. It should be noted that the protocol leaks the size of the intersection cardinality between the players \( P_1 \) and \( P_2 \), however this is similar to the previous PSU designs of [2, 17, 19].

3.3 Protocol correctness

Since the Bloom filter is inverted before encryption then for any \( y_j \in S_1 \cap S_2 \) we have that \( D_{sk}(c_j) = 0 \), therefore any message \( c_j \cdot y_j \) that is received for such a \( y_j \) also decrypts to 0 and so cannot be learnt. For a value \( y_j \notin S_1 \) then we have that \( D_{sk}(c_j) = z_j \notin \mathbb{N} \), then decrypting \( c_j \cdot y_j \) reveals \( z_j \cdot y_j \) and then \( P_1 \) can add all values \( y_j \) to \( V \) by multiplying by \( z_j^{-1} \). Since \( V \) contains all values \( (y_j \in S_2) \cap (y_j \notin S_1) \) then \( S_1 \cup V = S_1 \cup S_2 \). Clearly correctness is not perfect due to the possibility of false positives occurring in the Bloom filter though we can make this negligible in \( k \) as discussed in Appendix B.

3.4 Protocol security

We show that this protocol is secure with respect to the ideal functionality of a PSU computation defined by \( F_\cup \), as in definition 2. For two parties \( P_1 \) and \( P_2 \) with sets \( S_1, S_2 \) respectively we define the functionality for the definition to be:

\[
F_\cup(S_1, S_2) = S_1 \cup S_2
\]

(1)

As the definition suggests we need to show that it is impossible to derive anything from the execution of the protocol that is not implied by possession of the input and output of the corrupted player in question.

Theorem 1. Suppose that the protocol, \( \pi^{\text{EIBF}}_\cup \), is instantiated with an IND-CPA secure AHE scheme. Then \( \pi^{\text{EIBF}}_\cup \) securely realises \( F_\cup \), as in Equation (1), in the presence of static semi-honest adversaries.

Proof. See Appendix E.1.
3.5 Performance analysis

Communication complexity Firstly we note that the protocol requires two rounds (assuming the messages from \( P_2 \) are sent in parallel). Once when \( P_1 \) sends \( \text{EIBF}_1 \) to \( P_2 \) and again when \( P_2 \) sends \((c_j \cdot y_j, c_j)\) back to \( P_1 \).

In the first round of communication \( P_1 \) sends over the encrypted values of the Bloom filter that she computed. Therefore \( P_1 \) sends over \( B \) ciphertexts in total as we have one ciphertext for each entry in the Bloom filter.

In the second round \( P_2 \) sends \( m \) different sets of \((\tilde{p}_j, c_j)\), where \( m = |S_2| \). Both \( \tilde{p}_j \) and \( c_j \) are ciphertexts and so in this round we send over \( 2m \) ciphertexts.

Overall the communication complexity is equal to sending a total of \((2m + B)\) ciphertexts. By choice of optimal Bloom filter parameters as shown in Appendix B in Equations (5) and (6) and by choice of \( n = m \) (i.e. equal set sizes) we get that the communication is \( O(n) \) bits and so linear in the size of the sets.

Our protocol outperforms those shown in [2, 26] where the communication scales quadratically as the size of the sets held by the parties is increased. It is comparable with the communication complexity of the two-party protocol in [17] that is also \( O(n) \).

Computational complexity \( P_1 \) computes \( B \) encryptions and \( 2m \) decryptions (in the worst case). \( P_1 \) must also compute \( m \) inverses of group elements, though techniques for doing this are very efficient. In practice, we can also reduce the number of decryptions by not computing \( D_{sk}(c_j \cdot y_j) \) if \( D_{sk}(c_j) = 0 \). On average this will lead to savings that are proportional to the size of the intersection.

Alternatively, \( P_2 \) will compute \( m(k - 1) \) homomorphic additions which corresponds to computing \( m(k - 1) \) exponentiations. It is clear that work done by both parties is linear in \( m = |S_2| \) and by assuming that \( n = m \) we get that computation is \( O(n) \) exponentiations. We know this because the value \( k \) depends only on the desired false-positive probability of the Bloom filter (see Equation (5)) and so it is a constant factor. The protocols of [2, 8, 17, 19, 26] all exhibit computational complexity which is quadratic in the sizes of the sets and so these protocols will not scale as well as our protocol for larger set sizes. Table 1 highlights the comparison between our protocol and the previous designs in terms of computational and communication efficiency.

<table>
<thead>
<tr>
<th></th>
<th>Communication</th>
<th>Computation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kissner et al. [26]</td>
<td>( O(N^2n \log</td>
<td>E</td>
</tr>
<tr>
<td>Friksen [17]</td>
<td>( O(n) )</td>
<td>( O(n \log \log n) )</td>
</tr>
<tr>
<td>Brickell et al. [8]</td>
<td>( O((n + m) \log</td>
<td>E</td>
</tr>
<tr>
<td>Blanton et al. [2]</td>
<td>( O(N^2M \log M) )</td>
<td>( O(N^2M \log M) )</td>
</tr>
<tr>
<td>( \pi_{\text{EBF}} )</td>
<td>( O(n) )</td>
<td>( O(n) )</td>
</tr>
</tbody>
</table>

Table 1. Comparison of \( \pi_{\text{EBF}} \) complexities with prior designs. All designs apart from [2] refer to the amount of exponentiations in terms of computation.
4 Adaptations to PSI and PSI/PSU-CA

An interesting outcome of our simple protocol construction is the ease that we can adapt the design to securely compute different set operations. Here we consider the widely used operations PSI and PSI/PSU-CA and how we can adapt our technique for securely computing PSU to compute these functionalities instead. These adaptations highlight how our protocol design resembles a plausible technique for being able to compute multiple set operations, in the same vein as [26], while achieving linear asymptotic overheads. We define the ideal functionalities for PSI ($\mathcal{F}_\cap$) and PSI-CA ($\mathcal{F}_{|\cap|$} as:

$$\mathcal{F}_\cap(S_1, S_2) = S_1 \cap S_2$$ (2)

$$\mathcal{F}_{|\cap|}(S_1, S_2) = |S_1 \cap S_2|$$ (3)

(with $\mathcal{F}_{|\cup|}$ defined analogously). We will prove the security of our designs with respect to these functionalities.

4.1 PSI protocol

Our PSI protocol ($\pi_{\text{EBF}}^\cap$) operates without requiring the inverted Bloom filter that we require for our PSU protocol $\pi_{\text{EBF}}^\cup$. For this design we require the usage of a multiplicatively homomorphic encryption (MHE) scheme (such as ElGamal) where the multiplication operation, $\times_H$, is defined analogously to $+_H$. $P_2$ now computes $c_j = C_1^{(j)} \times_H \ldots \times_H C_k^{(j)}$ for each $y_j \in S_2$ after receiving $\text{EBF}_1$ from $P_1$. Since $P_1$ no longer computes an inversion before encryption we have the following property for $c_j$:

$$c_j = \begin{cases} E_{pk}(0) & \text{if } y_j \notin S_1 \\ E_{pk}(1) & \text{if } y_j \in S_1 \end{cases}$$

Now $P_2$ can compute the message $c_j \times_H E_{pk}(y_j)$ for each $y_j$ to send back to $P_1$. Thus $P_1$ can decrypt and retrieve $y_j$ if and only if it belongs to the intersection of $S_1$ and $S_2$ (except for negligible chance of false-positives occurring). It is clear to see that we now only need homomorphic multiplication operations to complete these messages instead of the addition operations, fortunately there are many schemes that allow for this operation with the computation of exponentiations still the only necessity (e.g. ElGamal). We provide an overview of our protocol $\pi_{\text{EBF}}^\cap$ in Figure 2 in Appendix A.

For this scheme to be well-defined we need to also encrypt the element $y_j$ before we multiply which incurs extra computation per element. The effect of this is captured by the asymptotic performance of the protocol on the whole however. Alternatively, we could define this protocol with an additive homomorphic scheme by using Bloom filter inversion and calculating $c_j$ in the same way as the PSU protocol before adding an encryption $y_j$. However, in this setting we would need to use randomness to mask values that are not in the intersection. Nevertheless, this could be preferable in a situation where an implementer would favour instantiating these set operations with only a single AHE scheme.
Protocol correctness  The correctness of the protocol follows since $P_1$ outputs those $y_j$ such that $c_j = E_{sk}(1)$ after decrypting $c_j$, since this allows for $P_1$ to decrypt $\tilde{p}_j$ to retrieve $y_j$. This follows since $D_{sk}(\tilde{p}_j) = y_j$ if $D_{sk}(c_j) = 1$. We know these values form the intersection of the sets by the construction of BF$_1$.

Protocol security  Like our proof for the protocol $\pi^{EBF}_U$, we need to prove that this protocol securely realises the ideal functionality. Therefore, we give the following theorem and provide a proof in Appendix E.2 (the framework is very similar to the proof of Theorem 1).

**Theorem 2.** Suppose that the protocol, $\pi^{EBF}_U$, is instantiated with an IND-CPA secure, MHE scheme. Then $\pi^{EBF}_U$ securely realises $F_{\cap}$ as in Equation (2) in the presence of static semi-honest adversaries.

**Proof.** See Appendix E.2.

4.2 PSI/PSU-CA protocol

We can make use of the fact that by calculating one of PSI-CA or PSU-CA then we can calculate the other using the following relation:

$$|X \cap Y| = |X| + |Y| - |X \cup Y|$$  \hspace{1cm} (4)

and thus we can concentrate on only computing one of the operations. We can create a secure protocol, $\pi^{EBF}_{|\cap|}$, for calculating PSI-CA by adapting the protocol $\pi^{EBF}_U$ to have $P_2$ to just send the message $(c_j)$ where $c_j$ is calculated in the same way as the previous protocols. Like the PSU protocol $\pi^{EBF}_U$, we can use Paillier’s scheme to compute $c_j$ additively. If we compute $c_j$ multiplicatively then we can use a scheme like ElGamal. Both schemes lead to computation of a linear number of exponentiations and so it comes down to the implementer’s discretion.

The protocol proceeds in the same way except that $P_1$ only decrypts $c_j$. If $D_{sk}(c_j) = 0$ then increments a counter $c$ by one. Once all $c_j$ have been decrypted then $P_1$ outputs $c$ as the answer. For PSU-CA we compute the number, $c$, of $c_j$ that do not decrypt to 0 and then output $|S_1| + c$.

Protocol correctness  Correctness is satisfied since $D_{sk}(c_j) = 0$ if and only if $y_j \in S_1$ (and thus $y_j \in S_1 \cap S_2$) with all but the negligible probability of a false positive occurring.

Protocol security

**Theorem 3.** Suppose that the protocol, $\pi^{EBF}_{|\cap|}$, is instantiated with an IND-CPA secure AHE scheme. Then $\pi^{EBF}_{|\cap|}$ securely realises $F_{|\cap|}$, as in Equation (3), in the presence of static semi-honest adversaries.

**Proof.** See Appendix E.3.
4.3 Performance evaluation of protocols

Both of the adaptations can be instantiated with an MHE or AHE scheme. This allows for greater degrees of freedom for implementations which makes it easier for the designs to be realised in practical environments. In terms of operations required for our PSI protocol, $P_1$ must compute $B$ encryptions as before and then a maximum of $2m$ decryptions. $P_2$ must compute $km$ exponentiations to satisfy the $k$ multiplications needed for each element $y_j \in S_2$ (we require slightly less than in the additive case though there is no effect on the complexities). Since $k$ is essentially a constant, by optimal choice as shown in Equation (5), then the number of exponentiations is $O(n)$ for $n = m$ and is thus linear. The communication remains as $2m + B$ ciphertexts and is thus also $O(n)$ bits. These complexities coupled with an efficient cryptosystem like ElGamal place the scheme in line with currently practical options for PSI such as [10, 11] which use public-key based operations. The design provides better asymptotic performance than the schemes of [16, 19] that require quadratic computation even after hashing optimisations have been leveraged. Since we primarily make use of public-key operations here it is clear that our protocol will not run in as practical parameters and timings as the schemes provided in [14, 30, 31].

For the PSI/PSU-CA construction we only need a total of $m$ decryptions now (since we only send over $m$ ciphertexts), while requiring the same amount of encryptions and homomorphic operations as our PSI protocol, therefore the computational complexity of the protocol is $O(n)$ for $n = m$ and the communication is similarly $O(n)$ bits. Consequently our design demonstrates favourable complexities compared with the design of [15] in the two-party case and comparable with those of [9] (see Table 2).

<table>
<thead>
<tr>
<th></th>
<th>Communication</th>
<th>Computation</th>
</tr>
</thead>
<tbody>
<tr>
<td>De Cristofaro et al. [9]</td>
<td>$O(n)$</td>
<td>$O(n)$</td>
</tr>
<tr>
<td>Egert et al. [15]</td>
<td>$O(B)$</td>
<td>$O(B)$</td>
</tr>
<tr>
<td>$\pi_{ebf}$/ $\pi_{ebf}$</td>
<td>$O(n)$</td>
<td>$O(n)$</td>
</tr>
</tbody>
</table>

Table 2. Comparison of our PSI/PSU-CA protocols with [9, 15]. Computation refers to number of exponentiations.

Both of these designs, along with our PSU protocol, give favourable results in the form of a library of easily implementable protocols with instantiations differing only in the message $P_2$ sends followed by the simple processing that is required by $P_1$. It is of great importance that we make designs easy to implement as we can undermine security by trying to construct a protocol that is very complex as implementers may take shortcuts to make it simpler. Furthermore, all the protocols can be proven secure in the semi-honest model in the standard model, this guarantees users of the protocol security under realistic constraints. We show how to guarantee malicious security in Appendix G.
Our work is the first to design multiple PSOs, all with linear complexities, and so it is worth comparing our work with that of Kissner et al. in [26] who were the first to demonstrate ways of computing different set operations from a singular underlying concept. Table 3 highlights how our protocols outperform these protocols considerably in an asymptotic sense.

<table>
<thead>
<tr>
<th></th>
<th>Communication</th>
<th>Computation</th>
</tr>
</thead>
<tbody>
<tr>
<td>[26] PSI</td>
<td>(O(cNn \log</td>
<td>E</td>
</tr>
<tr>
<td>PSI</td>
<td>(O(N^2n \log</td>
<td>E</td>
</tr>
<tr>
<td>PSU</td>
<td>(O(N^2n \log</td>
<td>E</td>
</tr>
<tr>
<td>PSI/PSU-CA</td>
<td>(O(N^2n \log</td>
<td>E</td>
</tr>
</tbody>
</table>

\(\pi_{EBF}\)

<table>
<thead>
<tr>
<th></th>
<th>Communication</th>
<th>Computation</th>
</tr>
</thead>
<tbody>
<tr>
<td>PSI</td>
<td>(2n + B)</td>
<td>(O(n))</td>
</tr>
<tr>
<td>PSU</td>
<td>(2n + B)</td>
<td>(O(n))</td>
</tr>
<tr>
<td>PSI/PSU-CA</td>
<td>(n + B)</td>
<td>(O(n))</td>
</tr>
</tbody>
</table>

Table 3. Comparison of our complexities with the protocols of [26]. Computation refers to number of exponentiations.

5 Conclusion

In this paper we have devised a new method of computing the main private set operations with linear complexities. Our PSU protocol is the first construction that demonstrates both linear computation and communication, while our adapted PSI and PSI/PSU-CA protocols have complexities that are comparable with current practical designs. Our method appears to allow the computation of more complex set operations with relatively simple changes in the computation and without compromising security. In addition, it is possible to realise malicious security for our protocols using existing homomorphic signature schemes while keeping the linear overheads. This provides a new interesting dimension to the efficiency of PSOs in the malicious setting, since practical, homomorphic signature schemes will have immediate implications for the efficiency of our protocols.

Our work contains therefore the first tool for computing the main set operations, with linear complexities, and with the possibility of extending to compute other more complex functionalities. Interesting future work would concretely establish the efficiency of our protocols via experimental work. This will result in the open-source implementation of our toolkit that will allow developers to use these constructions as part of applications that require multiple efficient PSO functionality.
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A  Diagrams from the main body

<table>
<thead>
<tr>
<th>Security level</th>
<th>80-bit</th>
<th>128-bit</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2^10</td>
<td>2^12</td>
</tr>
<tr>
<td>De Cristofaro et al. [11]</td>
<td>0.5 2.0 7.9 31.3 124.9</td>
<td>7.7 31.0 124.3 497.2 1982.1</td>
</tr>
<tr>
<td>Huang et al. [21]</td>
<td>1.2 5.1 21.2 100.3 462.7</td>
<td>19.7 7.8 36.5 168.9 762.4</td>
</tr>
<tr>
<td>Dong et al. [14]</td>
<td>0.15 0.5 2.0 8.1 34.3</td>
<td>0.27 1.0 4.1 16.7 67.6</td>
</tr>
<tr>
<td>Pinkas et al. [30]</td>
<td>0.13 0.2 0.8 3.3 13.5</td>
<td>0.29 0.3 0.9 3.7 13.8</td>
</tr>
</tbody>
</table>

Table 4. Runtimes (seconds) taken from [30]

<table>
<thead>
<tr>
<th>Security level</th>
<th>80-bit</th>
<th>128-bit</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2^2</td>
<td>2^5</td>
</tr>
<tr>
<td>De Cristofaro et al. [11]</td>
<td>0.3 1.1 4.3 17.3 69.0</td>
<td>0.8 3.1 12.5 50.0 200.0</td>
</tr>
<tr>
<td>Huang et al. [21]</td>
<td>18.8 90.0 420.0 1920.0 8640.0</td>
<td>30.0 144.0 672.0 3072.0 13824.0</td>
</tr>
<tr>
<td>Dong et al. [14]</td>
<td>1.1 4.5 18.1 72.6 290.4</td>
<td>2.9 11.6 46.2 184.9 739.7</td>
</tr>
<tr>
<td>Pinkas et al. [30]</td>
<td>0.2 0.8 3.3 13.4 54.3</td>
<td>0.3 1.2 4.8 19.4 78.3</td>
</tr>
</tbody>
</table>

* With optimisations from [30]

Table 5. Communication costs (MB) taken from [30]

<table>
<thead>
<tr>
<th>Communication</th>
<th>Computation</th>
<th>Multi-party?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kissner et al. [26]</td>
<td>(O(N^2 n \log</td>
<td>E</td>
</tr>
<tr>
<td>Brickell et al. [8]</td>
<td>(O((n + m) \log</td>
<td>E</td>
</tr>
<tr>
<td>Frikken [17]</td>
<td>(O(n))</td>
<td>(O(n \log \log n))</td>
</tr>
<tr>
<td>Blanton et al. [2]</td>
<td>(O(N^2 n \log(Nn)))</td>
<td>(O(N^2 n \log(Nn)))</td>
</tr>
</tbody>
</table>

Table 6. Complexities for previous PSU protocols.

<table>
<thead>
<tr>
<th>Communication</th>
<th>Computation</th>
</tr>
</thead>
<tbody>
<tr>
<td>De Cristofaro et al. [9]</td>
<td>(O(n))</td>
</tr>
<tr>
<td>Egert et al. [15]</td>
<td>(O(B))</td>
</tr>
</tbody>
</table>

Table 7. Complexities for the protocol of [9] and the two-party variant of [15].
For $j = 1, \ldots, m$
retrieve $\{C_1^{(j)}, \ldots, C_k^{(j)}\}$
$c_j = (C_1^{(j)} + H \cdots + H C_k^{(j)})$
$\tilde{p}_j = c_j \cdot y_j$

$D_{ak}(c_j) = q_j$
$D_{ak}(\tilde{p}_j) = p_j$
Let $V = \{p_j \cdot q_j^{-1} | c_j = 0\}$

Output $S_1 \cup V$

Fig. 1. An overview of our $\pi_{\mathrm{EBF}}^*$ protocol that uses encrypted, inverted Bloom filters

For $j = 1, \ldots, m$
compute $\{C_1^{(j)}, \ldots, C_k^{(j)}\}$
$c_j = (C_1^{(j)} \times H \cdots \times H C_k^{(j)})$
$\tilde{p}_j = c_j \times H E_{pk}(y_j)$

Let $V = \{D_{ak}(\tilde{p}_j) | D_{ak}(c_j) = 1\}$

Output $V = S_1 \cap S_2$

Fig. 2. A protocol that securely realises $\mathcal{F} \cap$ in a similar way to $\pi_{\mathrm{EBF}}^*$. 
B Bloom filters

Bloom filters were first introduced by Bloom in [3] as a lightweight data structure that allows for the representation data sets and checking of inclusion using only hash function evaluations. A Bloom filter is initially represented by a string of $B$ bits that are all initialised to 0. There are $k$ hash functions $h_l : \{0,1\}^λ \mapsto \{1,\ldots,B\}$ for $l \in \{1,\ldots,k\}$ published alongside the Bloom filter. We then represent set elements $x \in X$ in the Bloom filter by evaluating $h_1(x),\ldots,h_k(x)$ and changing each index that these hash functions point to from 0 to 1. If a value has already been changed to 1 then it is left alone.

The resulting Bloom filter can then be checked against to see if different elements lie in the set by evaluating the $k$ hash functions and checking if all the positions are set to 1. The following definition establishes some notation that we shall carry forward throughout.

Definition 6. We say that an element, $e$, is represented in the Bloom filter, $BF$, if we have that $BF[h_i(e)] = 1$, $\forall i \in \{1,\ldots,k\}$ where $\{h_1,\ldots,h_k\}$ are the hash functions used in conjunction with $BF$. We say that the set $S$ is represented by $BF$ if every element $e \in S$ is represented in $BF$.

We can then query whether an element $y$ is contained in $S$ by checking if $y$ is represented in the corresponding Bloom filter $BF$. This construction clearly lends itself to fast set intersection computation since only hash functions are used to evaluate whether an element is part of the underlying set.

One constraint on Bloom filters is that they can lead to false positives when checking membership, i.e. an element $y \notin X$ may appear to be in $X$ after checking all the hash outputs if all the values have been set to 1 beforehand. However, as shown in [14], if $p = 1 - (1 - 1/B)^{kn}$ is the probability that a particular bit in the Bloom filter is set to 1, then the upper bound of the false-positive probability is given by

$$\epsilon = p^k \times \left( 1 + O\left( \frac{k \sqrt{\ln B - k \ln p}}{B} \right) \right)$$

which is negligible in $k$, the number of hash functions. In practice one will select the values of $k$ and $B$ when building a Bloom filter for a set of size $n$ such that $\epsilon$ is capped at a specific low value (e.g. $2^{-100}$). In [14] it is claimed that performance optimality is achieved when

$$k = \frac{B}{n} \ln 2 \quad (5)$$

$$B \geq n \log_2 e \cdot \log_2 \frac{1}{\epsilon} \quad (6)$$

where $e$ is the base of the natural logarithm. By minimising $B$ we get the optimal value of $k$ to be

$$k = \log_2 \frac{1}{\epsilon}. \quad (7)$$

We will assume (as in [14]) that these parameters are always chosen optimally in this way. The proofs that these values are optimal can be found in [7].
C Partially homomorphic encryption

To preserve secrecy of the client’s set we require that the Bloom filter be encrypted with a partially homomorphic encryption (PHE) scheme. This allows the server to compute operations over the client’s data without compromising privacy of the client’s set. We use the following to informally define a homomorphic encryption scheme

Let \((P, C, K, E, D)\) be a public key cryptosystem with public key \(pk\) and secret key \(sk\) where \(\tilde{x} = E_{pk}(x)\) and \(\tilde{y} = E_{pk}(y)\) are ciphertexts of the scheme for plaintexts \(x\) and \(y\). We say that the encryption scheme is partially homomorphic if we have one of the following properties:

- There is a homomorphic addition operation, \(+_{H}\), over \(\tilde{x}\) and \(\tilde{y}\) such that \(D_{sk}(\tilde{x} +_{H} \tilde{y}) = x + y\). A scheme satisfying this is known as an additively homomorphic encryption (AHE) scheme.
- There is a homomorphic multiplication operation, \(\times_{H}\), over \(\tilde{x}\) and \(\tilde{y}\) such that \(D_{sk}(\tilde{x} \times_{H} \tilde{y}) = x \times y\). A scheme satisfying this is known as a multiplicatively homomorphic encryption (MHE) scheme.

One of the most popular AHE schemes is the one devised by Paillier in [29], we use such a scheme for our PSU and PSI/PSU-CA protocols. A popular MHE scheme is ElGamal, we could use this for our PSI protocol. Both schemes incur one exponentiation per homomorphic operation which we note in the analysis of our protocols.

D Paillier cryptosystem

Paillier’s encryption scheme is introduced in [29], the scheme is a semantically secure public key encryption scheme and allows for additively homomorphic operations over the ciphertexts. It operates in the following way:

- **Key generation**: Sample two large random primes \(p, q\) and set \(N = pq\). Let \(\lambda = \text{lcm}(p - 1, q - 1)\) i.e. \(\lambda\) is the Carmichael number of \(N\). Sample \(g \in \mathbb{Z}_{N^2}^{*}\) and ensure that \(N\) divides the order of \(g\) by checking the existence of \(\mu = L(g^{\lambda} \mod N^2)^{-1} \mod N\) where \(L(x) = \frac{x - 1}{N}\). The public key is \(pk = (N, g)\) and the secret key is \(sk = (\lambda, \mu)\).
- **Encryption**: Let \(m \in \mathbb{Z}_{N}\) be a plaintext. Randomly sample \(r \in \mathbb{Z}_{N}^{*}\) and compute \(C = g^m \cdot r^N \mod N^2\).
- **Decryption**: \(m = L(C^{\lambda} \mod N^2) \cdot \mu \mod N\)
- **Homomorphic evaluation**: Suppose that we have ciphertexts \(c_1\) and \(c_2\) from a Paillier encryption of two plaintexts \(m_1\) and \(m_2\), then we have the following property:

\[
D_{sk}(c_1 \times c_2) = m_1 + m_2. \tag{8}
\]

We also have the possibility of multiplying the underlying plaintext by a scalar \(k \in \mathbb{Z}\), i.e.

\[
D_{sk}(c_1^k) = k \cdot m_1. \tag{9}
\]
We require both of these properties in our PSU protocol of Section 3. To maintain encryption agnosticism in our protocol we make use of property (8) while denoting the additive homomorphic operation as $+_{H}$ and thus stating that $D_{sk}(c_1 +_{H} c_2) = m_1 + m_2$. For property (9) we state that $D_{sk}(k \cdot c_1) = k \cdot m_1$.

E Proofs from main body

E.1 Proof of Theorem 1

We will show that the protocol is secure when $P_2$ is corrupted first due to the relative simplicity of the proof relative to the $P_1$ corruption case. Note that - similarly to the previous PSU protocols in [2, 17, 26] - our protocol reveals the cardinality of the intersection to $P_1$. Therefore, we define the input for player $P_i$ to be $\text{Inp}_i = (S_i, aux_i = |S_j|)$ for $i \in \{1, 2\}$ and $(j \in \{1, 2\}) \land (j \neq i)$.

$P_2$ corrupted It is fairly trivial to construct a simulator in this case since $P_2$ does not receive any output from the protocol. That being said, the simulator must construct a random, encrypted, inverted Bloom filter for the view of $P_2$ that is indistinguishable from the real Bloom filter that $P_2$ receives. Here we use the IND-CPA security of the encryption scheme to argue that it is impossible for $P_2$ to distinguish between the real Bloom filter and the simulated version.

$P_1$ corrupted The simulation here is significantly more nuanced since $P_1$ receives the output $S_1 \cup S_2$ from the protocol. Firstly the simulator can derive $|S_1 \cap S_2| = I$ from $|S_1|$ and $|S_2|$, which is present from the input of the party, by calculating $|(S_1 \cup S_2) \setminus S_1| = |S_2 \setminus S_1| = U$ and subsequently $|S_2| - |(S_2 \setminus S_1)| = I$. They then construct $I$ encryptions, $c_y$, of 0 and $U$ encryptions $c_j = C^{(j)}_{1} +_{H} \ldots +_{H} C^{(j)}_{k}$ computed as in the original protocol using the elements $y_j \in (S_1 \cup S_2) \setminus S_1$ constructed via the output and the input set. The simulator then sends $m = I + U$ messages in total where $I$ messages are represented by $(E_{pk}(0), E_{pk}(0))$ and $U$ messages are represented by $(c_j \cdot y_j, c_j)$ as in the real execution.

The view of $P_1$ in the real protocol is indistinguishable from the view of $P_1$ constructed by the simulator since they can still decrypt and learn the values of $y_j$ that they should be able to, and the $I$ encryptions of 0 in the simulation are indistinguishable from the values that shouldn’t be learnt (from the intersection) in the real protocol by the IND-CPA security of the encryption scheme.

$\square$

E.2 Proof of Theorem 2

The security when $P_2$ is corrupted follows from the same arguments as before due to the use of an IND-CPA encryption scheme for encrypting $BF_1$. We do not compromise security by not inverting as the encryption renders $EIBF_1$ and $EBF_1$ indistinguishable by the same argument in the proof of Theorem 1.
For the corruption of $P_1$ we note that the security relies now on $P_1$ not being able to learn elements $y_j' \notin S_1 \cap S_2$ in order to realise $F_1$ securely. This is trivially stopped since
\[
D_{sk}(\tilde{p}_j) = \begin{cases} 
  y_j & \text{if } c_j = E_{pk}(1) \\
  0 & \text{if } c_j = E_{pk}(0) 
\end{cases}
\]
and by definition $c_j$ is an encryption of 1 if $y_j \in S_1 \cap S_2$ and 0 otherwise except for negligible chance of failure.

\[\square\]

E.3 Proof of Theorem 3

Security when $P_2$ is corrupted follows exactly from the previous cases. For security when $P_1$ is corrupted we just have to prove that the adversary cannot learn anything about the sets from the values $c_j$ that they receive. Since $c_j$ is the sum of encrypted inverted bloom filter entries then we know that all elements in the intersection will have $D_{sk}(c_j) = 0$ and so it is impossible to learn anything from these values. For elements not in the intersection we have $D_{sk}(c_j) = z_j$ for some $z_j \in \mathbb{N}$ as before, which does not reveal anything about the elements $y_j$ that are represented in the Bloom filter.

\[\square\]

F Homomorphic signature scheme

We give a general construction of a homomorphic signature scheme that allows our protocol to ensure security against malicious adversaries. For a specific scheme that meets our requirements see the work of Gorbunov et al. [18].

\[\text{SIGKEYGEN}(1^\lambda)\] Samples $ssk, spk \leftarrow \mathcal{K}$ from a keyspace $\mathcal{K}$. The key $ssk$ is a secret key that is used to authenticate messages, $spk$ is a public key allowing for verification and homomorphic evaluation of signatures.

\[\text{AUTH}(ssk, m)\] Outputs a signature $\sigma$ correctly authenticating the message $m$.

\[\text{EVAL}(spk, f, (\sigma_1, \ldots, \sigma_l))\] Outputs a signature $\sigma^*$ authenticating the message $m = f(m_1, \ldots, m_l)$, where $\sigma_i$ is a valid signature on $m_i$ for $1 \leq i \leq l$.

\[\text{VRF}(spk, m^*, \sigma^*, f)\] Outputs 1 if $\sigma^*$ is a valid signature on $m = f(m_1, \ldots, m_n)$ where the $m_i$'s are messages with corresponding signatures $\sigma_i$ for $1 \leq i \leq l$. It is also possible to verify direct signatures on elements where no evaluation has taken place. In these cases we do not specify a function $f$.

For a scheme to be appropriate for our protocol we require that it is correct and satisfies unforgeability requirements (see [33] for concrete definitions). We also need that the signing function $f$ allows for computation of polynomial operations over the pieces of data that are input to it. An instantiation of Paillier's
encryption scheme in our protocol requires signed ciphertexts to be multiplied to invoke the additive homomorphic properties. Existing signature schemes allow for linear, polynomial or fully homomorphic operations. In addition we need that the signature scheme is context-hiding implying that the derived signatures $\sigma^*$ reveal nothing about the underlying pieces of data $m_1, \ldots, m_l$ with signatures $\sigma_1, \ldots, \sigma_l$ (aside from what $m^*$ reveals naturally). We require this in our protocol since the adversary may be able to piece together elements that they should not be able to learn if the signatures reveal which components are used in the derivation of each $c_j$.

The only scheme that currently satisfies these requirements is detailed in [18]. This scheme allows for leveled fully homomorphic operations (i.e. circuits of depth $d$ that is specified before computation takes place) and security can be reduced to the hardness of the SIS problem on lattices. Since the number of homomorphic operations that we need is calculable based on the set sizes, this does not pose a problem for our protocol. An AHE scheme that didn’t invoke each $+_H$ with a multiplication would allow us to use a linearly homomorphic scheme such as [6].

G Achieving malicious security

We discuss, somewhat informally, how to protect our PSU protocol against a malicious adversary, a formal proof of our malicious design is contained in Appendix H. By definition a malicious adversary can interact with the protocol in any possible manner and so our construction needs to demonstrate that the adversary cannot deviate in a way that will leave the computation insecure. In fact, we construct a stronger variant, namely APSU, similar to the APSI designs covered in [10, 11] where the input sets are authenticated by a third party to also prevent the usage of badly formed inputs that could contravene the security of the corresponding input set. For instance, $P_1$ could encrypt the inverted Bloom filter that is simply initialised with all entries set to 1 allowing her to learn all the elements in $S_2$. Analogously, she could set entries in her Bloom filter to 0 before encrypting in the PSI computation resulting in her learning the full set $S_2$. It is interesting to note that these concerns are not considered in PSO protocols that only guarantee security against malicious adversaries without authentication.

Secondly, though $P_2$ learns no output, he can still influence the output of $P_1$ in some guaranteed ways. For example, $P_2$ can alter the value of $c_j$ so that $P_1$ does not learn a particular element in the PSU computation (i.e. set $c_j = E_{pk}(0)$). This would allow him to hide particular elements if he didn’t want $P_1$ to learn these and so there is quite strong motivation for doing this. We discuss below how to mitigate these situations in order to realise security for $\pi_{EBF}^{\text{PSO}}$ with respect to a malicious adversary. As stated previously, a proof of security can be found in Appendix H, where it should be noted that we require that the hash functions are now modelled as random oracles.

\textsuperscript{2} The similarity of the designs means that it is simple to further derive maliciously secure PSI and PSI/PSU-CA.
G.1 Bloom filter manipulation

Work to address the first concern is prevalent in PSO literature. One of the ways suggested in [10, 11] is to have the set of the client authorised before computation takes place. This is done by a trusted certificate authority who ‘signs’ the set of $P_1$ before computation takes place so that $P_2$ can be sure of the legitimacy of the computation. Thus we refer to the construction as authenticated PSU (APSU).

We apply the technique by making the client send their inverted Bloom filter, $\text{IBF}_1$, to a trusted signing authority (SA).\(^3\) SA receives $\text{IBF}_1$ and checks if it meets certain requirements on the size of the set represented and then encrypts each entry of $\text{IBF}_1$ using $pk$ and sends the resulting $\text{EIBF}_1$ back to $P_1$. The main requirement is that, since we have $n$ elements and $k$ hash functions, the number of ones in $\text{IBF}_1$ cannot become higher than $kn$. With optimal choice of parameters $1.44kn = B$ so SA can just check that this is the case and that the number of zeros is above some pre-determined threshold (agreed with $P_2$) before computing and authorising $\text{EIBF}_1$. The authorisation consists of SA signing $\text{EIBF}_1$ after it has performed encryption. $P_2$ will then verify this signature when it receives $\text{EIBF}_1$ from $P_1$ and will abort the protocol if it does not verify successfully.

G.2 Output manipulation

To protect against the second concern we need to prevent the ability of a corrupted $P_2$ from having an effect on the output of the protocol beyond their actual input. This means that we need to stop $P_2$ from being able to create their own versions of $c_j$ via exploitation of public-key encryption to hide elements of their choice. We choose to counter this by introducing a homomorphic signature scheme that satisfies standard unforgeability requirements.\(^4\) Such a signature scheme has the property that; for messages $m_1, \ldots, m_l$ with signatures $\sigma_1, \ldots, \sigma_l$ then we can compute a valid signature $\sigma$ for the message $m = f(m_1, \ldots, m_l)$ where $f$ is a polynomial. A public verify algorithm $\text{VRF}$ can check the validity of the signature with respect to $f$.

For our malicious protocol, SA will also sign each individual ciphertext (computing $\sigma[i]$ for each ciphertext $C[i]$) in $\text{EIBF}_1$ and return these to $P_1$. When $P_1$ sends $\text{EIBF}_1$ to $P_2$ she will also send the signatures $\sigma$ (signing the whole Bloom filter) and $\sigma[1], \ldots, \sigma[l]$ to $P_2$. Now, when $P_2$ computes $c_j$ he will also have to homomorphically evaluate new signatures $\sigma_j$ and $\theta_j$ that sign $c_j$ and $\tilde{p}_j$ respectively. $P_2$ will send these signatures back with the computation of each message $(\tilde{p}_j, c_j)$ to $P_1$ who will then be able to verify that both ciphertexts have been computed correctly and thus stopping $P_2$ from being able to alter the output maliciously. It is important to ensure that the signature $\sigma$ on the whole Bloom filter is generated as a standard digital signature. Otherwise if this was also homomorphic then $\text{BF}_1$ would retain malleability since $P_1$ could alter values in the

\(^3\) $P_1$ sends $\text{IBF}_1$ since we are referring to the PSU functionality.

\(^4\) See [33] for unforgeability definitions.
structure and generate valid signatures using the homomorphic properties. The
signature $\sigma$ is therefore integral to ensuring that $P_1$ cannot change $\text{BF}_1$ before
sending it to $P_2$. Signature schemes that are compatible with our requirements,
i.e. allow additions over the signed data, include [6, 18].

G.3 Efficiency

Communication is increased due to the extra signatures that have to be sent
between the parties. $P_1$ sends $B + 1$ extra signatures on top of the encrypted
Bloom filter that they send to $P_2$, $P_2$ sends over a total of $2m$ extra signatures
to $P_1$ for verifying their computation.

Computation complexities are now directly affected by the need to sign and
verify data during the protocol. If we were to use the scheme of [18] then the
signatures have length that is polynomial in the depth, $d$, of circuits that we use
to evaluate the homomorphic operations. This is favourable as this value will
depend only on the number of multiplications that we need per element in $S_2$
which is $k$ rather than the size of the data sets or the size of the circuit required.
The verification procedure for this scheme also allows for the pre-computation of
the same homomorphic evaluation function $f$ if we are verifying it over multiple
times. This perfectly fits our scenario where $f$ is fixed, so $P_1$ can perform this
pre-computation and only performs work proportional to the size of $f$ once. $P_1$
is then able to verify arbitrary amounts of signatures based on this function $f$,
making verification of each $\sigma_j$ and $\theta_j$ much more efficient.

These complexities mean that the malicious scheme is in line with previous
solutions such as [10, 14] that also have linear complexities. We also have the
first maliciously secure APSU protocol to have linear complexities. We view this
construction as an important example of new techniques that can be used to
prove protocols secure in the malicious model rather than using the ZK proofs
that [17, 19, 26] do. Further advances in the efficiency of homomorphic signature
schemes will directly improve the efficiency of our protocol.

H Proof of security in malicious model

In this section we first give our updated PSU construction before proving that
this protocol retains security and correctness in the presence of malicious adver-
saries. Our construction relies on a trusted certificate authority (SA) who
carries out the encryption and signing of $\text{IBF}_1$. The signatures $\sigma$ are gener-
ated by an unforgeable signature scheme, while $(\sigma_1, \ldots, \sigma_B)$ are generated by a
fully homomorphic signature scheme satisfying unforgeability and maintaining
context-hiding privacy such as [18]. Unlike our previous proof the hash function
evaluations are modelled as calls to non-programmable random oracles so that
the simulator can extract the queries made to the oracles during the execution.

---

5 We also require that the schemes also satisfy a context-hiding requirement in order
to ensure the privacy of the ciphertexts that are used to construct are kept hidden.
We can avoid this requirement for this model by making $P_1$ send $S_1$ along with $\text{IBF}_1$ to $\text{SA}$.

Below we provide a description of the protocol with security against malicious adversaries along with a diagrammatic overview in Figure 3. In the description we reference functions $f$ and $g$ below when we evaluate new signatures, the function $f$ evaluates $f(x_1, \ldots, x_k) = x_1 + H \ldots + H x_k$ and $g$ evaluates $g(x, y) = y \cdot x$.

$$\begin{align*}
P_1 &\colon \{ (x_i)_{1 \leq i \leq n} \} \\
\text{BF}_1 &\rightarrow \text{IBF}_1, \sigma \\
\text{SA}(\text{IBF}_1) &\rightarrow \text{SEIBF}_1, \sigma \\
\text{SEIBF}_1 &= (\text{IBF}_1, \{ \sigma[1], \ldots, \sigma[B] \})
\end{align*}$$

H.1 Protocol steps

Inputs - $P_1$: [ (pk, sk), $S_1$, |$S_2$| ], $P_2$: [ pk, $S_2$, |$S_1$| ]

1. $P_1$ calculates $\text{BF}_1$ using $h_1, \ldots, h_k$ and their set $S_1$ and then inverts each entry to retrieve $\text{IBF}_1$.
2. $P_1$ sends $\text{IBF}_1$ to $\text{SA}$ and receives back $\text{EIBF}_1$ and a standard signature $\sigma$ computed over $\text{EIBF}_1$, and homomorphic signatures $\sigma[l]$ for each $\text{EIBF}_1[l] = C[l]$.

Fig. 3. An overview of our maliciously secure PSU protocol

Output $S_1 \cup V$
3. $P_1$ sends $(\text{EIBF}_1, \{\sigma[1], \ldots, \sigma[B]\}, \sigma)$ to $P_2$.
4. $P_2$ checks that $\text{VRF}(\text{spk}, \text{EIBF}_1, \sigma) = 1$, if this fails then $P_2$ aborts the protocol.
5. He then evaluates each element $y_j \in S_2$ using the $k$ hash functions and receives $\{C_1^{(j)}, \ldots, C_k^{(j)}\}$ where $C_d^{(j)} = \text{EIBF}_1[h_d(y_j)]$ for $j \in \{1, \ldots, m\}$.
6. He then computes $c_j = f(C_1^{(j)}, \ldots, C_k^{(j)})$ and $\sigma_j = \text{EVAL}(\text{spk}, f, (\sigma_1^{(j)}, \ldots, \sigma_k^{(j)}))$ for each $j$ where $\sigma_d^{(j)}$ authenticates $C_d^{(j)}$.
7. $P_2$ computes $\tilde{p}_j = g(c_j, y_j)$ and $\theta_j = \text{EVAL}(\text{spk}, g, \sigma_j, y_j)$ and sends $(\tilde{p}_j, c_j, \sigma_j, \theta_j)$ to $P_1$.
8. $P_1$ receives $(\tilde{p}_j, c_j, \sigma_j, \theta_j)$ and checks $\text{VRF}(\text{spk}, c_j, \sigma_j, f) = 1$ and that $\text{VRF}(\text{spk}, \tilde{p}_j, \theta_j, g) = 1$. If either of these checks fail then $P_1$ aborts the protocol.
9. $P_1$ reveals the value of $c_j$ by computing $D_{sk}(c_j) = q_j$. If $q_j = 0$ then $D_{sk}(y_j \cdot c_j) = 0$ so she does not decrypt. If $q_j = z_j$ then $D_{sk}(y_j \cdot c_j) = y_j \cdot z_j = p_j$, where $1 \leq z_j \leq k$.
10. $P_1$ computes $z_j^{-1}$ for $q_j \neq 0$ and calculates $p_j \times z_j^{-1} = y_j$. She adds each $y_j$ to the set $V$ and outputs $S_1 \cup V$.

H.2 Correctness/security analysis

The correctness of our protocol trivially follows from the fact that our semi-honest PSU protocol is also correct, since we do not change the computation that is performed aside from verifying and computing signatures. For proving our PSU protocol secure in the presence of malicious adversaries we have to alter the security model that we use. Specifically we need to show that definition 3 holds for our protocol and thus that a simulator with access to an ideal functionality can simulate the real world with access to the ideal functionality.

Our security analysis starts by showing the privacy of $P_2$ is maintained when $P_1$ is corrupted. In both proofs we assume that the simulators have access to the values sent to SA.

**Theorem 4.** The protocol above, when instantiated with an IND-CPA secure encryption scheme and unforgeable signature schemes, securely realises the ideal functionality in Equation (1) in the presence of malicious adversaries.

**Proof.** When $P_i$ is corrupted we denote the simulator by $\text{Sim}_i$ and the adversary by $A_i$.

$P_i$ corrupted. $\text{Sim}_1$ can learn the set $S_1'$ of all elements that are queried to the random oracles $h_1, \ldots, h_k$ by $A_i$ using the extractable property, where the actual set used to compute $\text{BF}_1$ is $S_1 \subseteq S_1'$. $\text{Sim}_1$ constructs the actual set $S_1$ by querying the elements of $S_1'$ on the inverted Bloom filter $\text{IBF}_1$ that is sent to SA. $\text{Sim}_1$ now inverts, encrypts and signs both the full Bloom filter (with an unforgeable digital signature) and each individual ciphertext (with a unforgeable homomorphic signature) and sends everything back to $P_1$. $\text{Sim}_1$ can now send $S_1$ to the ideal functionality and receive back $S_1 \cup S_2$ and can use this to compute the messages that $P_2$ would send back to $P_1$ so that $P_1$ learns the union.
This is indistinguishable from the original game since $A_1$ is unable to alter the contents of the Bloom filter once it has been sent to $SA$ by the unforgeability of the signature scheme and cannot distinguish the messages they receive by the semantic security of the encryption scheme.

$P_2$ corrupted. As in Section 3 this case is slightly easier since $P_2$ receives no output in the protocol. Our aim here is to make sure that $A_2$ cannot alter messages in a way that would mean that the output is no longer correct. Since each ciphertext is signed we know that $c_j$ for each element must be constructed in a certain way, $Sim_2$ constructs an admissible encrypted Bloom filter $EIBF_1$ that consists of all ones and sends this along with the signatures to $A_2$. When it receives the result back it checks the homomorphic signatures for $c_j$ and $c_j \cdot y_j$ verify correctly. $Sim_2$ then proceeds in the normal way and decrypts the values and learns the entire set $S_2$ and submits this to the ideal functionality to learn $S_1 \cup S_2$. The simulation now finishes and outputs nothing to $P_2$, this is clearly indistinguishable from real for $A_2$ since the semantic security of encryption means that $A_2$ cannot distinguish the messages they receive and the unforgeability of the signature scheme means that they cannot trick the simulator into outputting an incorrect union.

\[\square\]