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Abstract. In this work we introduce a new hard problem in lattices
called Isometric Lattice Problem (ILP) and reduce Linear Code
Equivalence over prime fields and Graph Isomorphism to this prob-
lem. We also show that this problem has an (efficient prover) perfect
zero-knowledge interactive proof; this is the only hard problem in lattices
that is known to have this property (with respect to malicious verifiers).
Under the assumption that the polynomial hierarchy does not collapse,
we also show that ILP cannot be NP-complete. We finally introduce
a variant of ILP over the rationals radicands and provide similar results
for this new problem.

1 Introduction

Zero-Knowledge interactive proof systems ZKIP [6] have numerous applications
in cryptography such as Identification Schemes, Authentication Schemes, Mul-
tiparty Computations, etc. Appart from cryptographic applications these proof
systems play an important part in the study of complexity theory. The first IP
for lattice problems (coGapCVPγ , coGapSVPγ) was presented by Goldreich
and Goldwasser [13]. However, these proofs are only honest-verifier Perfect Zero-
Knowledge and known to have inefficient provers. Micciancio and Vadhan [10]
presented Interactive Proofs for GapCVPγ and GapSVPγ . These proofs are
Statistical Zero-Knowledge and have efficient provers1 as well. In this paper we
introduce a new hard problem called ISOMETRIC LATTICE PROBLEM
(ILP). We present IP systems for the ILP. These proof systems are Perfect
Zero-Knowledge and have efficient provers. We show that a variant of ILP over
the integers is at least as hard as Graph Isomorphism (GI) [4, 5] and Linear
Code Equivalence (LCE) [7, 5]. This is the only hard problem problem known
in lattices that have a (malicious-verifier) Perfect Zero-Knowledge IP system
with an efficient prover. We also show that ILP is unlikely to be NP-complete.
Finally we also introduce another variant of ILP over the rational-radicands and
provide similar results for this problem.

? Supported in part by Québec’s FRQNT, Canada’s NSERC and CIFAR.
1 The Prover runs in probabilistic polynomial time given a certificate for the input

string.



2 Notations

For any matrix A, we denote its transpose by At. Let O(n,R) = {Q ∈ Rn×n :
Q ·Qt = I} denote the group of n× n orthogonal matrices over R. Let GLk(Z)
denote the group of k× k invertible (unimodular) matrices over Z. Let GLk(Fq)
denote the set of k× k invertible matrices over the finite field Fq. Let Pn denote
the set of n × n permutation matrices. Let σn be the set of all permutations
of {1, . . . , n}. For π ∈ σn, we denote Pπ the corresponding n × n permutation
matrix. P(n,Fq) denotes the set of n × n monomial matrices (there is exactly
one nonzero entry in each row and each column) over Fq. Dεn is the set of diag-
onal matrices Dε = diag(ε1, . . . , εn), εi = ±1 for i = 1, . . . , n. For a real vector
v = (v1, . . . , vn) we denote its Euclidean norm by ‖v‖ =

√
v21 + · · ·+ v2n and

max-norm ‖v‖∞ = maxni=1|vi| and for any matrix B = [b1|b2| . . . |bk] ∈ Rn×k
we define its norm by ‖B‖ = maxni=1‖bi‖. For any ordered set of linearly inde-

pendent vectors {b1,b2, . . . ,bk}, we denote {b̃1, b̃2, . . . , b̃k}, its Gram-Schmidt
orthogonalization.

2.1 Lattices

Let Rn be an n-dimensional Euclidean space and let B ∈ Rn×k be a matrix of
rank k. A lattice L(B) is the set of all vectors

L(B) =
{
Bx : x ∈ Zk

}
.

The integer n and k are called the dimension and rank of L(B). A lattice is
called full dimensional if k = n. Two lattices L(B1) and L(B2) are equivalent if
and only if there exists a unimodular matrix U ∈ Zk×k such that B1 = UB2.

2.2 q-ary Lattices

A lattice L is called q-ary, if it satisfies qZn ⊆ L ⊆ Zn for a positive integer
q. In other words, the membership of a vector v ∈ L is given by v mod q. Let
G = [g1| . . . |gk] ∈ Zn×kq be a n×k matrix of rank k over Zn×kq . We define below
two important families of q-ary lattices used in cryptography

Λq(G) = {y ∈ Zn : y ≡ G · s (mod q), for some vector s ∈ Zk}

Λ>q (G) = {y ∈ Zn : y ·G ≡ 0 (mod q)}.

A basis B of Λq(G) is

B = [g1| . . . |gk|bk+1| . . . |bn] ∈ Zn×n

where bj = (0, ..., q, ..., 0) ∈ Zn is a vector with its j-th coordinate equal to q and
all other coordinates are 0, k + 1 ≤ j ≤ n. A basis of Λ>q is given by q · (B−1)t.

2



2.3 Discrete Gaussian distribution on Lattices

For any s > 0, c ∈ Rn, we define a Gaussian function on Rn centered at c with
parameter s.

∀x ∈ Rn, ρs,c(x) = e
−π‖x−c‖

s2 .

Let L be any n dimensional lattice and ρs,c(L) =
∑
y∈L

ρs,c(y). We define a

Discrete Gaussian distribution on L

∀x ∈ L, Ds,c,L(x) =
ρs,c(x)

ρs,c(L)
.

Theorem 1 Given a basis B = [b1| . . . |bk] ∈ Rn×k of an n-dimensional lattice
L, a parameter s ≥ ‖B̃‖·ω(

√
log n) and a center c ∈ Rn, the algorithm SampleD

([2], section 4.2 page 14) outputs a sample from a distribution that is statistically
close to Ds,c,L.

Theorem 2 There is a deterministic polynomial-time algorithm that, given an
arbitrary basis {b1, . . . ,bk} of an n-dimensional lattice L and a set of linearly
independent lattice vectors S = [s1|s2 . . . |sk] ∈ L with ordering ‖s1‖ ≤ ‖s2‖ ≤
· · · ≤ ‖sk‖, outputs a basis {r1 . . . rk} of L such that ‖r̃i‖ ≤ ‖s̃i‖ for 1 ≤ i ≤ k.

2.4 Orthogonal Matrices and Givens Rotations

A Givens rotation is an orthogonal n× n matrix of the form

G(i,j,θ) =



1 · · · 0 · · · 0 · · · 0
...

. . .
...

...
...

0 · · · c · · · −s · · · 0
...

...
. . .

...
...

0 · · · s · · · c · · · 0
...

...
...

. . .
...

0 · · · 0 · · · 0 · · · 1


, i 6= j

The non-zero elements of a Givens matrix G(i,j,θ) are given by

gk,k = 1 for k 6= i, j and gi,i = gj,j = c

gi,j = s = −gj,i for i < j

where c = cos(θ) and s = sin(θ).
The product G(i,j,θ) · v represents a counter-clockwise rotation of the vector

v in the (i, j) plane by angle θ. Moreover, only the i-th and j-th entries of v
are affected and the rest remains unchanged. Any orthogonal matrix Q ∈ Rn×n
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can be written as a product of n(n−1)
2 Givens matrices and a diagonal matrix

Dε ∈ Dεn
Q = Dε

(
G(1,2,θ1,2) · · · ·G(1,n,θ1,n)

)
·
(
G(2,3,θ2,3) · · ·G(2,n,θ2,n)

)
· · ·
(
G(n−1,n,θn−1,n)

)
.

The angles θi,j ∈ [0, 2π], 1 ≤ i < j ≤ n are called angles of rotation.

2.5 Properties of Givens Matrices

1. Additivity: For angles θ, φ ∈ [0, 2π] and any vector v ∈ Rn

G(i,j,φ) ·G(i,j,θ)v = G(i,j,φ+θ)v.

2. Commutativity: For angles θi,j , θj,i, θy,z ∈ [0, 2π] and {i, j} ∩ {y, z} = ∅ or
{i, j} = {y, z}.

G(i,j,θi,j) ·G(j,i,θj,i)v = G(j,i,θj,i) ·G(i,j,θi,j)v

G(i,j,θi,j) ·G(y,z,θy,z)v = G(y,z,θy,z) ·G(i,j,θi,j)v.

3. Linearity: For any Givens matrix G(i,j,θi,j), any vector v ∈ Rn and any
permutation π ∈ σn

G(π(i),π(j),θπ(i),π(j))Pπ · v = PπG(i,j,θi,j) · v

Pπ is the corresponding permutation matrix of π.

2.6 The Set R

Computationally it is not possible to work over arbitrary real numbers as they
require infinite precision. However, there are reals that can be represented finitely
and one can add and multiply them without losing any precision. For example
we can represent numbers

√
7 and 4

√
5 as < 2, 7 > and < 4, 5 >. In, general, a

real number r that has the following form

r = a1
n11

√
x11 + n21

√
x21 + · · ·+ nk1

√
xk1 + a2

n12

√
x12 + n22

√
x22 + · · ·+ nk2

√
xk2

+ · · ·+ al
n1l

√
x1l + n2l

√
x2l + · · ·+ nkl

√
xkl.

where aj ’s, nij ’s ∈ Q, xij ’s ∈ Q+ ∪ {0} and l, k1 · · · kl ∈ N; can be represented as

r = a1 < n11, x11+ < n21, x21 + · · ·+ < nk1, xk1 >> · · · > +

a2 < n12, x12+ < n22, x22 + · · ·+ < nk2, xk2 >> · · · > +

· · ·+ al < n1l, x1l+ < n2l, x2l + · · ·+ < nkl, xkl >> · · · > .

We call such numbers rational radicands and denote the set of all rational
radicands R. 2

2 In this notation any rational number x can be represented as ± < 1, x >.
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2.7 The Set O(n,R)

Let O(n,R) denote a set of n×n orthogonal matrices over R. In this sub-section
we will define a subset O(n,R) ⊂ O(n,R) that has the following properties:

– Any orthogonal matrix Q ∈ O(n,R) has finite representation.

– If Q ∈ O(n,R), then Qt ∈ O(n,R).

– O(n,R) is a finite set.

Let P be any desired publicly known positive polynomial in the size of the
input bases B1,B2 ∈ O(n,R) and δ = π

2P
. We denote the set of angles C =

{0, δ, 2δ, . . . , θ, . . . , 2π − δ}. We denote O(n,R) to be the set of n×n orthogonal
matrices corresponding to C that can be written as a product of commuting
Givens rotations. More, precisely

O(n,R) = {G(1,2,θ1) ·G(3,4,θ2) · · ·G(x−1,x,θx/2) : θi ∈ C, 1 ≤ i ≤ x}.

where x = n if n is even, otherwise x = n − 1. Clearly O(n,R) is a finite set,
since C is a finite set. Furthermore for any integer P ≥ 2,

sin
(
π
2P

)
= 1

2 < 2, 2− < 2, 2 + · · ·+ < 2, 2 >> · · · >︸ ︷︷ ︸
P−1

cos
(
π
2P

)
= 1

2 < 2, 2+ < 2, 2 + · · ·+ < 2, 2 >> · · · >︸ ︷︷ ︸
P−1

.

For any integer 0 ≤ N ≤ 2P+1 sin(Nπ
2P

) and cos(Nπ
2P

) can be computed in

O(P) time (see appendix A). Let Q ∈ O(n,R),

Q = G(1,2,θ1) ·G(3,4,θ2) · · ·G(x−1,x,θx/2) for some θ1, ..., θi, ..., θx/2 ∈ C.

We will show that Qt ∈ O(n,R). Let

Q′ = G(1,2,2π−θ1) ·G(3,4,2π−θ2) · · ·G(x−1,x,2π−θx/2).

Clearly if θi ∈ C, then 2π − θi ∈ C. Therefore, it follows that Q′ ∈ O(n,R).

Q ·Q′ =
(
G(1,2,θ1)G(1,2,2π−θ1)

)
·
(
G(3,4,θ2)G(3,4,2π−θ2)

)
· · ·
(
G(x−1,x,θx/2)G(x−1,x,2π−θx/2)

)
= G(1,2,θ1+2π−θ1) ·G(3,4,θ2+2π−θ2) · · ·G(x−1,x,θx/2+2π−θx/2)

= G(1,2,2π) ·G(3,4,2π) · · ·G(x−1,x,2π)

but G(i,j,2π) = I, therefore G(1,2,2π) ·G(3,4,2π) · · ·G(x−1,x,2π) = I.
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3 Isometric Lattices

Definition 1 Let B1,B2 ∈ Rn×k be two bases of rank k. We say that two lattices
L(B1) ∼= L(B2) are isometric if there exists a matrix U ∈ GLk(Z) and a matrix
Q ∈ O(n,R) such that B2 = QB1U .

Decision Problem ILP: Given two matrices B1,B2 ∈ Rn×k, decide whether
L(B1) ∼= L(B2).

3.1 Variants of ILP

Let S(B1,B2) = {B ∈ Rn×k : L(B) ∼= L(B1) ∼= L(B2)} be the set of bases
that are isometric to B1 and B2. The ILP seems to be very similar to LCE
[7, 5]. Therefore, it is natural to ask if one can obtain a PZKIP for ILP by
mimicking the LCE proof system.3 However, if we try to mimic the proof system
for LCE we are faced with following problems. Recall that a proof system is
zero-knowledge if there exists a probabilistic polynomial time simulator that
can forge transcripts that are distributed identically (or statistically close to)
real transcripts.

– In the LCE proof system the prover picks uniformly and independently
invertible matrices from Fk×kq . In comparison the corresponding set (GLk(Z))
in ILP is countably infinite. Therefore there exists no uniform distribution
on GLk(Z).

– Computationally it is not possible to work over reals as they required infinite
precision and almost all elements in O(n,R), have infinite representation.
Whereas in LCE every element in the corresponding set P(n,Fq) can be
represented with O(n2 log q) bits. Note that in theory the uniform distribu-
tion exists on O(n,R) [14–16], but computationally it is not possible to pick
uniformly from O(n,R) as this would require infinite computational power.

A natural solution would be to define some finite subsets GLk(Z), O(n,R) of
GLk(Z), O(n,R) and pick uniformly from GLk(Z) and O(n,R). However, this
solution may not preserve the zero-knowledge property of the proof system. To
see this let B2 = QB1U, be two isometric bases that can be represented finitely,
where Q ∈ O(n,R) and U ∈ GLk(Z).

[B1] =
{
Q
′
B1U

′
: Q
′ ∈ O(n,R) and U

′ ∈ GLk(Z)
}

[B2] =
{
Q
′
B2U

′
: Q
′ ∈ O(n,R) and U

′ ∈ GLk(Z)
}

.

1. The prover picks uniformly i ∈ {1, 2}.
2. The prover picks uniformly B ∈ [Bi] and sends B to the receiver.
3. The verifier uniformly picks j ∈ {1, 2} and sends j to the prover.

3 The IP for LCE is PZKIP with an efficient prover see [5].
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Note that the zero-knowledge property requires that from B the verifier
should not be able to learn i except with probability 1

2 (for perfect zero-knowledge)
or 1

2 + negl (for statistical zero-knowledge). This implies that [B1] = [B2] (for
perfect zero-knowledge) or |[B1] ∪ [B2]| − |[B1] ∩ [B2]| = negl (for statistical
zero-knowledge). Note that any B ∈ [B1] can only be in [B2] if and only if

Q
′ · Qt ∈ O(n,R) and U

−1 · U ′ ∈ GLk(Z). Similarly, any B ∈ [B2] can only

be in [B1] if and only if Q
′ · Q ∈ O(n,R) and U · U−1 ∈ GLk(Z). Therefore

sets O(n,R) and GLk(Z) must be a group under multiplication. But this seems
unlikely to happen in general. To see this lets try to construct a finite subgroup
O(n,Q) ≤ O(n,Q).

– Let Q ∈ O(n,Q). We add Q in O(n,Q), therefore O(n,Q)← O(n,Q)∪{Q}.
– Since O(n,Q) has to be a multiplicative group, we must add Q · Q and Qt

to it. Hence O(n,Q)← O(n,Q) ∪ {Q ·Q} ∪ {Qt}.
– By the same argument Q ·Q ·Q and Qt ·Qt must also be added to O(n,Q).

Hence, this process may never end and O(n,Q) will become an infinite set.
Similarly if we try to construct a finite subgroup GLk(Z) ≤ GLk(Z) we will
face the same problem.

In order to deal with these issues we will present two variants of isometric
lattice problems. We will show that one of the variant are at least hard as GI
and LCE. We further show that both variants are unlikely to be NP-complete
unless the polynomial hierarchy collapses [18, 19].

3.2 Isometric Lattices over Z

Definition 2 Let B1,B2 ∈ Zn×k be two bases of rank k. We say that two lattices
L(B1) ∼=Z L(B2) are isometric over integers if there exists a matrix U ∈ GLk(Z)
and a matrix Q ∈ O(n,Z) such that B2 = QB1U .

Decision Problem ILPZ: Given two matrices B1,B2 ∈ Zn×k, decide whether
L(B1) ∼=Z L(B2).

3.3 Isometric Lattices over R ⊂ R

Definition 3 Let B1,B2 ∈ Rn×k be two bases of rank k. We say that two
lattices L(B1) ∼=R L(B2) are isometric over R if there exists a matrix U ∈
GLk(Z) and a matrix Q ∈ O(n,R) such that B2 = QB1U .

Decision Problem ILPR: Given two matrices B1,B2 ∈ Rn×k, decide whether
L(B1) ∼=R L(B2).
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4 Interactive Proof System for ILPZ

The set of n×n orthogonal matrices over integers O(n,Z) is finite and of cardi-
nality 2n · n!. In fact the set O(n,Z) is exactly equal to the set of n× n signed
permutation matrices. Therefore, any element Q ∈ O(n,Z) can be written as
a product Q = D · P for some D ∈ Dεn and P ∈ Pn. Furthermore, for any
matrix B ∈ Zk×n the Hermite normal form HNF(B) only depends on the lat-
tice L(B) generated by B and not on a particular lattice basis. Moreover, one
can compute HNF(B′) from any basis B′ of L in polynomial time [17]. Since
HNF(B) = HNF(B′), the Hermite normal form does not give any information
about the input basis. This will completely bypass the need for picking random
elements from the set GLk(Z).

An Interactive Proof for ILPZ
– Input B1,B2 ∈ Zn×k.

1. Repeat for l := poly(‖B1‖+ ‖B2‖) rounds.
(a) Prover picks uniformly an orthogonal matrix Q′ ∈ O(n,Z).
(b) Prover computes H← HNF(Q′B1) and sends it to the verifier.
(c) Verifier randomly picks c ∈ {1, 2} and sends it to the prover.
(d) Prover sends the verifier an orthogonal matrix P ∈ O(n,Z).

i. if c = 1 then P = Q′.
ii. if c = 2 then P = Q′Qt.

2. Verifier will accept the proof if for all l rounds H = HNF(PBc).

Theorem 3 The proof system for ILPZ is a malicious verifier perfect-zero
knowledge interactive proof with an efficient prover.

Proof:
Completeness: Clearly, if L(B1) and L(B2) are isometric lattices over the
integers, then the prover will never fail convincing the verifier.
Soundness: If L(B1) and L(B2) are not isometric over integers, then the only
way for the prover to cheat is to guess c correctly in each round. Since, c is chosen
uniformly and independently from {1, 2}, the probability of prover guessing c in
all round is 2−l. Note that verifier’s computations are done in polynomial time.
Efficient Prover: The steps 1a and 1d can be done efficiently. The Hermite
normal forms can be computed in polynomial time using the algorithm presented
in [17]. Therefore the expected running time of the prover is polynomial.
Zero-Knowledge: Let V ∗ be any probabilistic polynomial time (possiblly ma-
licious) verifier. Let T (V ∗) denote the set of all possible transcripts that could
be produced as a result of the prover P and V ∗ carrying out the interactive
proof with a yes instance (B1,B2) of ILPZ. Let S denote the simulator, which
will produce the possible set of forged transcripts T (S). We denote PrV ∗(T )
the probability distribution on T (V ∗) and we denote PrS(T ) the probability
distribution on T (S).
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We will show that:

1. The expected running time of S is polynomial.

2. PrV ∗(T ) = PrS(T ) i.e. the two distributions are identical.

Input: B1,B2 ∈ Zn×k such that L(B1) ∼=Z L(B2).
1. T = (B1,B2).
2. for j = 1 to l = poly(‖B1‖+ ‖B2‖) do

(a) old state ← state(V ∗)
(b) repeat

i. Pick uniformly i ∈ {1, 2}.
ii. Pick uniformly Q′j from O(n,Z).

iii. Compute H′j ← HNF(Q′jBi).
iv. Call V ∗ with input H′j and obtain c′.
v. if i = c′ then

– Concatenate
(
H′j , i, Q

′
j

)
to the end of T .

else
– Set state(V ∗) ← old state.

vi. until i = c′

Simulator S for ILPZ.

Since V ∗ runs in polynomial time and that the probability i = c′ is 1/2, on
average S will generate two triples

(
H′j , i, Q

′
j

)
for every triple it concatenates to

the transcript T and hence, the average running time of S is polynomial .

Using induction we will show that PrV ∗(T ) = PrS(T ). Let PrV ∗(Tj) and
PrS(Tj) denote the probability distributions on the partial set of transcripts
that could occur at the end of the j-th round.

Base case: If j = 0, then in both case T = (H1,H2), hence both probabilities
are identical.

Inductive Step: Suppose both distributions PrV ∗(Tj−1) and PrS(Tj−1) are
identical for some j ≥ 1.

Now let’s go back and see what happens at the j-th round of our interactive
proof for ILPZ. The probability that at this round V ∗ picks c = 1 is some number
0 ≤ p ≤ 1 and the probability that c = 2 is 1− p. Moreover, the prover picks an
orthogonal matrix Q′ with probability 1

2nn! . This probability is independent of
how the verifier picks c ∈ {1, 2}. Therefore the probability that at the j-th round(
H′j , i, Q

′
j

)
is on the transcript of the IP if c = 1 is p

2nn! and if c = 2 is 1−p
2nn!

The simulator S in any round will pick an orthogonal matrix Q′j with prob-

ability 1
2nn! . The probability that i = 1 and c′ = 1 is p

2

and the probability i = 2 and c′ = 2 is 1−p
2 .

In both cases the corresponding triple
(
H′j , i, Q

′
j

)
will be written to the tran-

script. Note with probability 1/2 nothing is added to the transcript. The proba-
bility that

(
H′j , 1, Q

′
j

)
is written on the transcript in j-th round during the m-th

iteration of the repeat loop is p
2m×(2nn!) . Therefore the total probability that
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(
H′j , 1, Q

′
j

)
is written on the transcript in the j-th round is

p

2× (2nn!)
+

p

22 × (2nn!)
+ ...+

p

2m × (2nn!)
+ ...

=
p

2× (2nn!)

(
1 +

1

2
+

1

4
+ ...+

1

2m−1
+ ....

)
=

p

2nn!
.

Similarly the total probability that
(
H′j , 2, Q

′
j

)
is written on the transcript in

the j-th round is 1−p
2nn! . Hence, by induction, the two probability distributions are

identical PrV ∗(T ) = PrS(T ).

5 Sampling a Lattice Basis in Zero-Knowledge and ILPR

Suppose B ∈ Rn×k is a basis of some lattice L(B). Recall that B′ is a basis of
L(B) if and only if B′ ∈ {BU : U ∈ GLk(Z)} and that the algorithm SampleD [2]
takes an input basis B = [b1|b2| . . . |bk] ∈ Rn×k, an appropriate parameters s ∈
R and c ∈ Rn and outputs a lattices point v ∈ L(B) that is distributed according
to the discrete Gaussian distribution Ds,c,L [2]. SampleD is zero-knowledge in a
sense that the output point v leaks almost no information about the input basis
B except the bound s with overwhelming probability [2]. Furthermore, for an
n dimensional L if we pick V = {v1,v2, . . . ,vn2} lattice points independently
according to Ds,L, then V contain a subset of k linearly independent vectors,
except with negl(n) probability ([12], Corollary 3.16).

Let B = {b1, · · · ,bk} be a basis of a lattice L and suppose S = {s1, · · · , sk}
is a set of linearly independent vectors that belong to L. There exists a deter-
ministic polynomial time algorithm that will output a basis T = {t1, · · · , tk} of
L such that ||ti||2 ≤ ||si||2 for 1 ≤ i ≤ k ([1], page 129).

Using the above two algorithms we will present a probabilistic polynomial
time algorithm SampleL that will take an input basis B = {b1, . . . ,bk} of some

lattice L, c ∈ Rn, a parameter s ≥ ω(
√

log n) · ||B̃|| and outputs a basis T, such
that T leaks no information about the basis B, except s (the bound on the norm
of B) with overwhelming probability.

Protocol 1 SampleL
Input

(
B ∈ Rn×k

R , k, n, s
)

1. Sample V = {v1,v2, . . . ,vn2} points independently using the algorithm
SampleD(B, 0, s)).

2. Pick S = {s1, s2, . . . , sk} ⊂ V, such that S is a set of linearly independent vectors.
3. Using the deterministic algorithm output the basis T, such that L(T) = L(B).

It is easy to see that if B ∈ Rn×kR then so T ∈ Rn×kR . Since T and B are
bases of the same lattice, there exists a U ∈ GLk(Z) such that

T = BU.
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6 An Interactive Proof for ILPR

– Input B1,B2 ∈ Rn×k such that L(B1) ∼=R L(B2).

1. Prover set s = log n ·max{‖B̃1‖, ‖B̃2‖}.
2. for i = 1 to l = poly(‖B1‖+ ‖B2‖) rounds do.

(a) Prover picks uniformly an orthogonal matrix Q′j ← O(n,R).

(b) Prover picks B′j ← SampleL
(
Q′jB1, k, n, s

)
.

(c) Prover sends the basis B′j to the verifier.
(d) Verifier randomly picks cj ∈ {1, 2} and sends it to the prover.

(e) Prover sends the verifier an orthogonal matrix Pj ∈ O(n,R).
i. if cj = 1, then Pj = Q′j .

ii. if cj = 2 then Pj = Q′jQ
t, where Q ∈ O(n,R) is such that

L(B2) = L(QB1).
3. Verifier will accept the proof if for all l rounds L(B) = L(PjBcj ).

Theorem 4 The proof system for ILPR is a statistical zero-knowledge interac-
tive proof with an efficient prover.

Proof:
Completeness: If L(B1) and L(B2) are isometric lattices, then B2 = QB1U
for some Q ∈ O(n,R) and U ∈ GLk(Z). Clearly,

L(Q′jB1) = L(B) = L(Q′jQ
tB2)

since B′j = Q′jB1U
′
j and B′j = Q′jQ

tB2UU
′
j for some U ′j ∈ GLk(Z). Therefore,

the prover will always be able to convince the verifier.
Soundness: If L(B1) and L(B2) are not isometric over R, then the only way for
the prover to deceive the verifier is for him to guess correctly cj in each round.
Since cj is chosen uniformly from {1, 2}, the probability of the prover guessing
cj in all rounds is 2−l. Hence, the protocol is sound.
Efficient Prover: Clearly the prover can perform steps 1, 2a, 2c and 2e in ex-
pected polynomial-time. In step 2b the prover picks a lattice basis using SampleL,
which runs in expected polynomial time. Hence the total expected running time
of the prover is polynomial.
Zero-Knowledge: Let V ∗ be any probabilistic polynomial time (possibly ma-
licious) verifier. Let T (V ∗) denote the set of all possible transcripts that could
be produced as a result of P and V ∗ carrying out the interactive proof on a yes
instance (B1,B2) of ILPR. Let SR denote the simulator, which will produce
the possible set of forged transcripts T (SR). We denote PrV ∗(T ) the probabil-
ity distribution on T (V ∗) and we denote PrSR(T ) the probability distribution
on T (SR). We will prove that:

1. SR is polynomial.
2. PrV ∗(T ) ∼ PrSR(T ) i.e the two distributions are statistically close.
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Input: B1,B2 ∈ Rn×k such that L(B1) ∼=R L(B2).

1. Set s = log n ·max{‖B̃1‖, ‖B̃2‖}.
2. T = (B1,B2).
3. for j = 1 to l = poly(‖B1‖+ ‖B2‖) do

(a) old state ← state(V ∗)
(b) repeat

i. Pick uniformly ij ∈ {1, 2}.
ii. Pick uniformly Q′j from ∈ O(n,R).

iii. Compute H′j ← SampleL
(
Q′jBij , k, n, s

)
.

iv. Call V ∗ with H′j and obtain i′.
v. if ij = i′ then

– Concatenate
(
H′j , ij , Q

′
j

)
to the end of T .

else
– Set state(V ∗) ← old state.

vi. until ij = i′.
Simulator SR for ILPR.

Running time of the simulator : What is the probability that ij = i′? In other
words, on average how many triples

(
H′j , ij , Q

′
j

)
will the simulator SR generate

for every triple it concatenates to T? We note that Q′Qt and Q′ are uniformly
distributed over O(n,R), and L(Q′B1) = L(Q′QtB2) therefore the probability
that the lattice L(H′j) is obtained by rotating the lattice L(B1) is equal to
the probability that it is obtain by rotating L(B2). Furthermore the algorithm
SampleL ensures that as far as the parameters are chosen appropriately, H′j will
leak almost no information (apart from the bound s) about the input basis except
with negligible probability. Hence, on the average the simulator will generate
roughly 2 triples for every triple it adds to T . Therefore the expected running
time of SR is roughly twice the running time of V ∗. By definition V ∗ runs in
probabilistic polynomial time. Hence the running time of SR is also expected
polynomial time.

We will prove that the two probability distributions PrV ∗(T ) and PrSR(T )
are statistically close as follows. We first prove that the two distributions are
statistically close for one round (l = 1). Then we will invoke the sequential com-
position lemma 4.3.11 on page 216 of [9], which implies that an interactive proof
which is zero-knowledge for one round remains zero-knowledge for polynomially
many rounds.

Case l = 1: Let (B′1, c1, P
′
1) denote a transcript produced as a result of an

interactive proof and (H′1, i1, Q
′
1) denote a transcript produced by the simulator.

In the interactive proof P picks uniformly P ′1 over O(n,R) and SR also picks Q′1
uniformly over O(n,R). Hence both P ′1 and Q′1 are identically distributed. Also
B′1 and H′1 are computed by SampleL. Therefore they are almost identically
distributed to Ds,c,L and thus to each other.

Let p be the probability that V ∗ picks c1 = 1 and 1 − p be the probability
that it picks c1 = 2 in the interactive proof. The probability may depend on
the state of V ∗. The simulator picks i1 ∈ {1, 2} uniformly and independent of
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how V ∗ picks i′. Also given H′1, the probability that V ∗ can guess the index i1
is at most 1

2 + negl. Therefore probability that V ∗ picks i′ = 1 is nearly p and
i′ = 2 is nearly 1 − p respectively. This means that i1 and c1 have nearly the
same distributions.

Therefore, it follows that (B′1, c1, P
′
1) and (H′1, i1, Q

′
1) are statistically close.

Hence for one round the two distributions are statistically close. Hence, by lemma
4.3.11 for any polynomially many rounds we have PrV ∗(T ) ∼ PrSR(T ).

7 Isometric Lattice Problem is not Easy

In this section we will show that ILPZ is at least as hard as Linear Code Equiv-
alence problem over prime fields Fp and Graph Isomorphism.

Theorem 5 ILPZ is at least as hard as LCE (Linear Code Equivalence prob-
lem) over prime fields Fp.

Proof Let G = [g1| . . . |gk] ∈ Fn×kp be a basis of some [k, n] linear code C

ψ : C −→ Λ2(G); G −→ B

where Λ2(G) be the corresponding p-ary lattice. Recall from section 2 that B =
[g1| . . . |gk|bk+1| . . . |bn] ∈ Zn×n is a basis of Λp(G). Where bj = (0, ..., p, ..., 0) ∈
Zn and the j-th coordinate is equal to p, for k + 1 ≤ j ≤ n. Clearly the map
ψ can be computed in polynomial time. Let G1 = [g11| . . . |g1k] ∈ Fn×kp and

G2 = [g21| . . . |g2k] ∈ Fn×kp be two code generators.
=⇒ Suppose G1 and G2 generate linearly equivalent codes i.e G2 = PG1M

for M ∈ GLk(Fp) and monomial matrix P ′ ∈ P(n,Fq). Note that we can write
P ′ as a product of a permutation matrix P ∈ Pn and an invertible diagonal
matrix D ∈ Fn×kp . Write G2 = PG′1M, where G′1 = DG1 and let Λp(G

′
1) and

Λp(G2) be corresponding lattices.

For any v ∈ Λp(G2)⇐⇒ v ≡ G2 · s (mod p), for some s ∈ Zk
=⇒ v ≡ PG′1M · s (mod p) ≡ PG′1 · s′ (mod p), s′ = Ms ∈ Zk

=⇒ v ∈ Λp(PG′1)

Hence, Λp(G2) ⊆ Λp(PG′1). Since, PG′1 = G2M
−1, by the same argument

Λp(PG′1) ⊆ Λp(G2), we have Λp(PG′1) = Λp(G2). Therefore, there exists a
U ∈ GLk(Z) such that

ψ(G2) = ψ(PG′1)U = Pψ(G′1)U

⇐= Now suppose G1 and G2 are not linearly equivalent and suppose ψ(G2) =
Qψ(G1)U for Q ∈ O(n,Z) and U ∈ GLk(Z). Note we can write any Q ∈ O(n,Z)
as Q = PDε, for some Dε ∈ Dεn and P ∈ Pn. But P ′ = PDε (mod p) is a
monomial matrix. Further U is also non-singular over Fp. Therefore, ψ(G2) =
Qψ(G1)U, which implies

13



G2 = P ′(G1)M mod p for some M ∈ GLk(Fp) and M ≡ U (mod p)

This contradicts the assumption that G1 and G2 are not linearly equivalent.
Therefore ILPZ is at least as hard as LCE.

Theorem 6 ILPZ is at least as hard as the GI (Graph Isomorphism) problem.

Proof Petrank and Roth [20] reduced GI to PCE (Permutation Code Equiv-
alence). More precisely they provided a polynomial time mapping φ from the set
of all graphs to the set of generator matrices over F2 such that two graphs G1

and G2 are isomorphic if and only if φ(G1) and φ(G2) are permutation equiv-
alent codes. We will prove that ILP is at least as hard as GI, by reducing the
PCE over F2 to ILP. Let G = [g1| . . . |gk] ∈ Fn×k2 be a basis of some [k, n]
linear code C

ψ : C −→ Λ2(G); G −→ B

where Λ2(G) is the corresponding 2-ary lattice. Recall from section 2 that B =
[g1| . . . |gk|bk+1| . . . |bn] ∈ Zn×n is a basis of Λ2(G). Where bj = (0, ..., 2, ..., 0) ∈
Zn and the j-th coordinate is equal to 2, for k + 1 ≤ j ≤ n. Clearly the map
ψ can be computed in polynomial time. Let G1 = [g11| . . . |g1k] ∈ Fn×k2 and
G2 = [g21| . . . |g2k] ∈ Fn×k2 be two code generators and Λ2(G1) and Λ2(G2) be
corresponding lattices.

=⇒) Suppose G1 and G2 are permutation equivalent i.e. G2 = PG1M for
M ∈ GLk(F2) and P ∈ Pn. Let G′1 = PG1. Therefore we can write G2 = G′1M .
By definition for any v ∈ Λ2(G2), there exists an s ∈ Zk such that

v ≡ G2 · s ≡ G′1M · s (mod 2).
=⇒ v ≡ PG1 · s′ (mod 2), where s′ = M · s ∈ Zk =⇒ v ∈ Λ2(PG1).

Hence, Λ2(G2) ⊆ Λ2(PG1). Since, P tG2M
−1 = G1 by the same argument

Λ2(PG1) ⊆ Λ2(G2). Hence, there exist a U ∈ GLk(Z) such that

ψ(G2) = ψ(PG1)U =⇒ B2 = PB1U

⇐=) Now suppose G1 and G2 are not permutation equivalent and suppose
ψ(G2) = Qψ(G1)U for Q ∈ O(n,Z) and U ∈ GLk(Z). Note that Q ≡ P
(mod 2), for some P ∈ Pn. For every v ∈ Λ2(G2) we have

v ≡ G2u (mod 2) for some u ∈ Zk.

Since, Λ2(QG1) = Λ2(G2), we also have v ≡ (QG1)u ≡ (PG1)u (mod 2) for
some u ∈ Zk. This means that PG1 and G2 have the same span over F2. This
contradicts the assumption that G1 and G2 are not permutation equivalent.
This proves that ILP is at least as hard as GI.
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7.1 ILP is unlikely to be NP-complete

In this sub-section we show that ILPS is unlikely to be NP-complete (where
S = Z or S = R see section 3.1). We do this by constructing a constant round
interactive proof for the Non-Isometric Lattice problem (co-ILPS), i.e. the
complementary problem of ILPS. Then we invoke results from the field of com-
plexity theory, implying that if the complement of a problem Π has a constant
round interactive proof and Π is NP-complete then the polynomial hierarchy
collapses [18, 19]. It is widely believed that the polynomial hierarchy does not
collapse, therefore we end up with the conclusion that ILP is unlikely to be
NP-complete.

Constant Round IP for co-ILPS
– Input B1,B2 ∈ Sn×k bases such that L(B1) �S L(B2).

1. Verifier sets l = poly(|B1|+ |B2|).
2. Verifier picks uniformly j1, . . . , jl ∈ {1, 2}.
3. If S = Z then the verifier picks independent random orthogonal

matrices
Q1, . . . , Ql ∈ O(n,Z).

Else verifier picks independently random orthogonal matrices
Q1, . . . , Ql ∈ O(n,R).

4. For 1 ≤ i ≤ l, verifier computes a basis H′i for the lattice L(QiBji).
If S = Z, then H′i ← HNF(QiBji), otherwise H′i is computed using
algorithm SampleL from section 5.

5. For 1 ≤ i ≤ l, the all-powerful prover computes and sends j′i such
that H′i and Bj′i

are isometric.
6. Verifier accepts the proof if ji = j′i for all 1 ≤ i ≤ l.

Completeness: Clearly, if L(B1) and L(B2) are non-isometric lattices then the
prover will never fail convincing the verifier.
Soundness: Suppose L(B1) and L(B2) are isometric lattices. The probability
that prover can guess (i1, ..., il) given (H′1, ...,H

′
l) is 2−l if S = Z and 2−l +negl

if S = R.

8 Conclusion and Acknowledgement

We conclude with an open problem related to our work. Construct a Malicious
verifier statistical zero-knowledge proof system with an efficient prover for the
Isometric Lattice Problem over rationals ILPQ. We would also like to thank
Professor Chris Peikert, for his help and patience, who always took time out of
his busy schedule to answer our questions.
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A Computing sine and cosine efficiently

Let p(n) be any desired publicly known positive polynomial. Recall that

sin
( π

2p(n)

)
=

1

2
<

1

2
, 2− < 1

2
, 2 + · · ·+ <

1

2
, 2 >> · · · >︸ ︷︷ ︸

p(n)−1

cos
( π

2p(n)

)
=

1

2
<

1

2
, 2+ <

1

2
, 2 + · · ·+ <

1

2
, 2 >> · · · >︸ ︷︷ ︸

p(n)−1

.

Suppose we have to compute sin
(
l·π

2p(n)

)
for some 0 ≤ l ≤ 2p(n).

sin(α+ β) = sin(α) cos(β) + sin(β) cos(α)
cos(α+ β) = cos(α) cos(β)− sin(α) sin(β)

Write l =
∑k
i=0 xi · 2i, xi ∈ {0, 1} and k ≤ p(n). WLOG we can assume that l is

not even.

sin
(
l·π

2p(n)

)
= sin

(
π

2p(n)−k + · · ·+ π
2p(n)

)
= sin

(
π

2p(n)−k

)
cos

(
[
∑k−1
i=0 xi2

i]π
2p(n)

)
+ sin

(
[
∑k−1
i=0 xi2

i]π
2p(n)

)
cos
(

π
2p(n)−k

)
.

Note that sin
(

π
2p(n)−k

)
and cos

(
π

2p(n)−k

)
can be computed directly. Now we

can recursively compute cos

(
[
∑k−1
i=0 xi2

i]π
2p(n)

)
and sin

(
[
∑k−1
i=0 xi2

i]π
2p(n)

)
. But since

sin(θ)2 = 1−cos2(θ), in recursion we will only have to compute either cos

(
[
∑k−1
i=0 xi2

i]π
2p(n)

)
or sin

(
[
∑k−1
i=0 xi2

i]π
2p(n)

)
.

Clearly depth of the recursion is k ≤ p(n) and for each recursive step we will
have four values, with each value is of size O(p(n)). Hence in total running time
is at most O(p(n)) operations. Similarly, one can show that cos

(
l·π

2p(n)

)
for any

0 ≤ l ≤ 2p(n), can be computed in polynomial time as well.
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