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Abstract

The last hash function and block cipher standardized by the Russian standardization body (GOST) both use the same S-Box. It is also used by an independent CAESAR candidate. This transformation is only specified as a look up table and the reason behind its choice is unknown.

We managed to reverse-engineer this S-Box and describe its unpublished structure. Our decomposition allows a much more efficient hardware implementation but the choice of the components used is puzzling from a cryptographic perspective.

This extended abstract does not explain how we found this decomposition. We will describe our process in an extended version of this paper.

1 Our Target

We consider the permutation of 8 bits given in Appendix A and denote it $\pi$. This S-Box is used by three distinct algorithms.

**Streebog** Sometimes spelled Stribog, it is the new standard hash function for the Russian Federation [Fed12]. Several cryptanalyses against this algorithm have been published. In particular, it is actually possible to find collisions for a modified version of this hash function where only the round constants are changed [AY15]. To show that the constants were not chosen with malicious intentions, the designers published a note describing how they were derived from a modified version of the hash function [Rud15]. While puzzling looking at first glance, the seeds used actually correspond to Russian names written backward and encoded in cp1251.

**Kuznechik** Sometimes spelled Kuznechik, it is the last block cipher standardized by the GOST. It was first mentioned in [SDL+14] and is now available at [Fed15].

**striobob**1 The CAESAR candidate [Saa14] striobob made it to the second round of the competition. Its designer is not affiliated with the GOST but striobob$_1$, the the first round version, is based on the permutation used in Streebog.1

Using the statistical approach described in [BP15], we could rule out that this S-Box was generated at random. Indeed, the probability for a random permutation to have at most 15 occurrences of 8 in its difference distribution table (which is the case for $\pi$) is

---

1The second round candidate striobob$_2$ does not use this S-Box because of the secrecy of its design process (among other things).
equal to $2^{-32.7}$. Thus, this S-Box was neither generated at random nor picked from a feasibly large pool of random S-Boxes according to some criteria.

2 A Secret Structure

Very little is known about the criteria used to choose or build this S-Box. In [SB14], Saarinen et al. summarize a discussion they had with some of the designers of the GOST algorithms at conference in Moscow:

We had brief informal discussions with some members of the Streebog and Kuznyechik design team [...] the aim was to choose a “randomized” S-Box that meets the basic differential, linear, and algebraic requirements. Randomization was simply iterated until a “good enough” permutation was found. This was seen as an effective countermeasure against yet-unknown attacks [as well as algebraic attacks].

Actually, this S-Box was built using a secret structure which we managed to reverse-engineer. Figure 1 shows how to compute $\pi$ and its components are described below.

Finite field multiplication “$\circ$” denotes a multiplication in the finite field $\text{GF}(2^4)$ defined by the irreducible polynomial $x^4 + x^3 + 1$.

8-bit linear permutations The linear functions correspond to multiplications by the following binary matrices:

$$
\alpha = \begin{bmatrix}
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 1 & 1 \\
1 & 1 & 1 & 0 & 1 & 1 & 1 & 1 \\
1 & 0 & 0 & 0 & 1 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 1 & 0 & 1 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix},
$$

$$
\omega = \begin{bmatrix}
0 & 0 & 0 & 0 & 1 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 1 & 1 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 1 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
\end{bmatrix}.
$$

4-bit non-linear functions The non-linear functions used are all given in Table 1. Note that $\mathcal{I}$ is the inversion in the finite field used for the multiplications and that $\phi$ is not a bijection.

Multiplexer The outputs of $\nu_0$ and $\nu_1$ go in a multiplexer. If the value on the right branch at that moment is equal to 0 then the output of $\nu_0$ is selected. Otherwise, this component returns the output of $\nu_1$.

<table>
<thead>
<tr>
<th></th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>a</th>
<th>b</th>
<th>c</th>
<th>d</th>
<th>e</th>
<th>f</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathcal{I}$</td>
<td>0</td>
<td>1</td>
<td>c</td>
<td>8</td>
<td>6</td>
<td>f</td>
<td>4</td>
<td>e</td>
<td>3</td>
<td>d</td>
<td>b</td>
<td>a</td>
<td>2</td>
<td>9</td>
<td>7</td>
<td>5</td>
</tr>
<tr>
<td>$\nu_0$</td>
<td>2</td>
<td>5</td>
<td>3</td>
<td>b</td>
<td>6</td>
<td>9</td>
<td>e</td>
<td>a</td>
<td>0</td>
<td>4</td>
<td>f</td>
<td>1</td>
<td>8</td>
<td>d</td>
<td>c</td>
<td>7</td>
</tr>
<tr>
<td>$\nu_1$</td>
<td>7</td>
<td>6</td>
<td>c</td>
<td>9</td>
<td>0</td>
<td>f</td>
<td>8</td>
<td>1</td>
<td>4</td>
<td>5</td>
<td>b</td>
<td>e</td>
<td>d</td>
<td>2</td>
<td>3</td>
<td>a</td>
</tr>
<tr>
<td>$\phi$</td>
<td>b</td>
<td>2</td>
<td>b</td>
<td>8</td>
<td>c</td>
<td>4</td>
<td>1</td>
<td>c</td>
<td>6</td>
<td>3</td>
<td>5</td>
<td>8</td>
<td>e</td>
<td>3</td>
<td>6</td>
<td>b</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>c</td>
<td>d</td>
<td>0</td>
<td>4</td>
<td>8</td>
<td>b</td>
<td>a</td>
<td>e</td>
<td>3</td>
<td>9</td>
<td>5</td>
<td>2</td>
<td>f</td>
<td>1</td>
<td>6</td>
<td>7</td>
</tr>
</tbody>
</table>

Table 1: The non-linear functions needed to compute $\pi$.

We also provide a SAGE [S+13] script performing those computations in Appendix B.
3 Preliminary Comments on our Decomposition

To the best of our knowledge, it is the first time that finite field multiplications are used to build an S-Box. The only exceptions are the compact implementations of S-Boxes based on the inverse function like in the AES [DR02, Can05]. However, this S-Box cannot correspond to a monomial because if it were the case then each line of its difference distribution table would be a permutation of the first one (see [BCC10]). It is not the case.

An obvious issue with this structure is that multiplication by 0 is not invertible. The designers of \( \pi \) tackled in a different way for each multiplication. First, a different datapath is used when a multiplication by 0 would occur. In the second multiplication, the problem is prevented by using a function which has no pre-image for 0.

Table 2 summarizes the properties of the non-linear components of our decomposition. While it is not hard to find 4-bit permutations with a differential uniformity of 4, we see that none of the components chosen do except the inverse function. We can thus discard the idea that the strength of \( \pi \) against differential and linear attacks relies on the individual resilience of each of its components.

<table>
<thead>
<tr>
<th>1-to-1</th>
<th>Best differentials and their probabilities</th>
<th>Best linear approximations and their probabilities</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \phi )</td>
<td>No ( 1 \rightarrow d \ (8/16) )</td>
<td>( 3 \rightarrow 8 \ (2/16), \ 7 \rightarrow d \ (2/16) )</td>
</tr>
<tr>
<td>( \sigma )</td>
<td>Yes ( f \rightarrow b \ (6/16) )</td>
<td>( 1 \rightarrow f \ (14/16) )</td>
</tr>
<tr>
<td>( \nu_0 )</td>
<td>Yes ( 6 \rightarrow c \ (6/16), \ e \rightarrow e \ (6/16) )</td>
<td>30 approximations ( (8 \pm 4)/16 )</td>
</tr>
<tr>
<td>( \nu_1 )</td>
<td>Yes ( 9 \rightarrow 2 \ (16/16) )</td>
<td>8 approximations ( (8 \pm 6)/16 )</td>
</tr>
<tr>
<td>( I )</td>
<td>Yes 15 differentials ( (4/16) )</td>
<td>30 approximations ( (8 \pm 4)/16 )</td>
</tr>
</tbody>
</table>

Table 2: Linear and differential properties of the components of \( \pi \).

Furthermore, we note that there exists a probability 1 differential in \( \nu_1 \): \( \nu_1(x \oplus 9) \oplus \nu_1(x) = 2 \). Besides, a difference equal to 2 on the left branch corresponds to a 1 bit difference on bit 5 of the input of \( \omega \), a bit which is left unchanged by this transformation.

We also simulated the implementation of \( \pi \) in hardware.\(^2\) We used two different

\(^2\)We used Synopsys design Compiler (version J-2014.09-SP2) along with digital library SAED_EDS00_CORE (version 1.11).
definitions of $\pi$: the look up table given by the designers and our decomposition. Table 3 contains both the area taken by our implementations and the delay, i.e. the time taken to compute the output of the S-Box. For both quantities, the lower is the better. As we can see, the knowledge of the decomposition allows us to divide the delay by 8 and the area by 2.5.

<table>
<thead>
<tr>
<th>Structure</th>
<th>Area ($\mu m^2$)</th>
<th>Delay (ns)</th>
</tr>
</thead>
<tbody>
<tr>
<td>naïve implementation</td>
<td>3889.6</td>
<td>362.52</td>
</tr>
<tr>
<td>using the decomposition</td>
<td>1530.1</td>
<td>46.11</td>
</tr>
</tbody>
</table>

Table 3: Results on the hardware implementation of $\pi$.

4 Conclusion

The S-Box used by the last two Russian standards in symmetric cryptography has a hidden structure which we managed to completely recover. The knowledge of this decomposition gives us a significantly more efficient hardware implementation. However, it is based on sub-components whose lack of cryptographic strength is puzzling.

A future paper will provide detailed explanations on the process we used to reverse-engineer this S-Box.
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A Definition of the S-Box

Table 4 contains the definition of $\pi$.

<table>
<thead>
<tr>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>FC</td>
<td>EE</td>
<td>DD</td>
<td>11</td>
<td>CF</td>
<td>6E</td>
<td>31</td>
<td>16</td>
<td>FB</td>
<td>C4</td>
<td>FA</td>
<td>DA</td>
<td>23</td>
<td>C5</td>
<td>04</td>
<td>4D</td>
</tr>
<tr>
<td>E9</td>
<td>77</td>
<td>F0</td>
<td>DB</td>
<td>93</td>
<td>2E</td>
<td>99</td>
<td>EA</td>
<td>17</td>
<td>36</td>
<td>F1</td>
<td>BB</td>
<td>14</td>
<td>CD</td>
<td>5F</td>
<td>C1</td>
</tr>
<tr>
<td>F9</td>
<td>1B</td>
<td>0F</td>
<td>94</td>
<td>02</td>
<td>AE</td>
<td>E3</td>
<td>6A</td>
<td>8F</td>
<td>A0</td>
<td>06</td>
<td>0B</td>
<td>ED</td>
<td>98</td>
<td>7F</td>
<td>D4</td>
</tr>
<tr>
<td>EB</td>
<td>34</td>
<td>2C</td>
<td>51</td>
<td>EA</td>
<td>C8</td>
<td>48</td>
<td>A8</td>
<td>F2</td>
<td>2A</td>
<td>68</td>
<td>A2</td>
<td>FD</td>
<td>3A</td>
<td>CE</td>
<td>CC</td>
</tr>
<tr>
<td>B5</td>
<td>70</td>
<td>0E</td>
<td>56</td>
<td>08</td>
<td>0C</td>
<td>76</td>
<td>12</td>
<td>BF</td>
<td>72</td>
<td>13</td>
<td>47</td>
<td>9C</td>
<td>B7</td>
<td>5D</td>
<td>87</td>
</tr>
<tr>
<td>15</td>
<td>A1</td>
<td>96</td>
<td>29</td>
<td>10</td>
<td>7B</td>
<td>9A</td>
<td>C7</td>
<td>F3</td>
<td>91</td>
<td>78</td>
<td>6F</td>
<td>9D</td>
<td>9E</td>
<td>B2</td>
<td>B1</td>
</tr>
<tr>
<td>32</td>
<td>75</td>
<td>19</td>
<td>3D</td>
<td>FF</td>
<td>35</td>
<td>5A</td>
<td>7E</td>
<td>5D</td>
<td>54</td>
<td>C6</td>
<td>80</td>
<td>C3</td>
<td>ED</td>
<td>0D</td>
<td>57</td>
</tr>
<tr>
<td>DF</td>
<td>F5</td>
<td>24</td>
<td>A9</td>
<td>3E</td>
<td>A8</td>
<td>43</td>
<td>C9</td>
<td>D7</td>
<td>79</td>
<td>D6</td>
<td>F6</td>
<td>7C</td>
<td>22</td>
<td>B9</td>
<td>03</td>
</tr>
<tr>
<td>40</td>
<td>0F</td>
<td>EC</td>
<td>4E</td>
<td>7A</td>
<td>94</td>
<td>B0</td>
<td>BC</td>
<td>DC</td>
<td>E8</td>
<td>28</td>
<td>60</td>
<td>4E</td>
<td>33</td>
<td>0A</td>
<td>4A</td>
</tr>
<tr>
<td>A7</td>
<td>97</td>
<td>60</td>
<td>73</td>
<td>1E</td>
<td>00</td>
<td>62</td>
<td>44</td>
<td>1A</td>
<td>B8</td>
<td>38</td>
<td>82</td>
<td>64</td>
<td>9F</td>
<td>26</td>
<td>41</td>
</tr>
<tr>
<td>AD</td>
<td>45</td>
<td>46</td>
<td>92</td>
<td>27</td>
<td>5E</td>
<td>55</td>
<td>2F</td>
<td>8C</td>
<td>A3</td>
<td>A5</td>
<td>7D</td>
<td>69</td>
<td>D5</td>
<td>95</td>
<td>3B</td>
</tr>
<tr>
<td>07</td>
<td>58</td>
<td>B3</td>
<td>40</td>
<td>86</td>
<td>AC</td>
<td>1D</td>
<td>F7</td>
<td>30</td>
<td>37</td>
<td>6B</td>
<td>E4</td>
<td>88</td>
<td>D9</td>
<td>E7</td>
<td>89</td>
</tr>
<tr>
<td>9D</td>
<td>1B</td>
<td>83</td>
<td>49</td>
<td>4C</td>
<td>3F</td>
<td>F8</td>
<td>FE</td>
<td>8D</td>
<td>53</td>
<td>AA</td>
<td>90</td>
<td>CA</td>
<td>D8</td>
<td>85</td>
<td>61</td>
</tr>
<tr>
<td>2E</td>
<td>71</td>
<td>67</td>
<td>A4</td>
<td>2D</td>
<td>2B</td>
<td>09</td>
<td>5B</td>
<td>CB</td>
<td>9B</td>
<td>25</td>
<td>D0</td>
<td>BE</td>
<td>E5</td>
<td>6C</td>
<td>52</td>
</tr>
<tr>
<td>09</td>
<td>66</td>
<td>A6</td>
<td>74</td>
<td>D2</td>
<td>E6</td>
<td>F4</td>
<td>B4</td>
<td>C0</td>
<td>D1</td>
<td>66</td>
<td>AF</td>
<td>C2</td>
<td>39</td>
<td>4B</td>
<td>63</td>
</tr>
</tbody>
</table>

Table 4: The S-Box in hexadecimal. For example, $\pi(0 xc07a) = 0 xc6$. 

5
B Generating $\pi$ from our Decomposition

from sage.all import *

X = GF(2).polynomial_ring().gen()
F = GF(2**4, name="a", modulus=X**4+X**3+1)

inv = [0x0,0x1,0xc,0x8,0x6,0xf,0x0,0x4,0xe,0x0,0x3,0x0d,0xb,0xa,0x2,0x9,0x7,0x5]
u0 = [0x0,0x6,0x3,0xb,0x0,0x9,0xe,0xa,0x0,0x4,0xf,0x1,0x8,0x0d,0xc,0x]
u1 = [0x7,0x6,0xc,0x0,0x0,0x5,0x8,0x1,0x4,0x5,0x0b,0xe,0x0d,0x2,0x3,0x]
sigma = [0xc,0xd,0x0,0x4,0x8,0xb,0xa,0xe,0x3,0x9,0x5,0x2,0xf,0x1,0x6,0x]
phi = [0xb,0x2,0xb,0x8,0xc,0x4,0x1,0xc,0x6,0x3,0x5,0x8,0xe,0x3,0x6,0x2]

alpha = Matrix(GF(2), 8, 8, 
[[0,0,0,0,1,0,0,0, 0,1,0,0,0,0,0,1],
  [0,1,0,0,0,1,0,1, 1,1,1,0,1,1,1,1],
  [1,0,0,1,0,1,0,0, 1,0,0,1,0,0,0,0],
  [0,0,1,1,0,1,0,0, 0,1,0,0,0,0,0,0]])

omega = Matrix(GF(2), 8, 8, 
[[0,0,0,0,1,0,1,0, 0,0,0,0,0,1,0,0],
  [0,0,1,0,0,0,0,0, 1,0,0,1,1,0,1,0],
  [0,0,0,0,1,0,0,0, 0,1,0,0,0,1,0,0],
  [1,0,0,0,0,1,0,0, 0,0,0,0,0,0,0,1]])

def applymat8(x, mat):
    y = mat * Matrix(GF(2), 8, 1, map(int, bin(x)[2:].zfill(8)))
    return int("".join(map(str, y.T[0][:8])), 2)

def F_mult(x, y):
    return (F.fetch_int(x) * F.fetch_int(y)).integer_representation()

pi = []
for x in xrange(256):
    x = applymat8(x, alpha)
    l, r = x >> 4, x & 0x
    l = (r == 0) * nu_0[l] + (r != 0) * nu_1[F_mult(l, inv[r])]
    r = sigma[F_mult(r, phi[l])]
    x = applymat8((l << 4) | r, omega)
    pi.append(x)
print pi