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Abstract

Private Set Intersection (PSI) allows two parties to compute the intersection of private sets while revealing nothing more than the intersection itself. PSI needs to be applied to large data sets in scenarios such as measurement of ad conversion rates, data sharing, or contact discovery. Existing PSI protocols do not scale up well, and therefore some applications use insecure solutions instead.

We describe a new approach for designing PSI protocols based on permutation-based hashing, which enables to reduce the length of items mapped to bins while ensuring that no collisions occur. We denote this approach as Phasing, for Permutation-based Hashing Set Intersection. Phasing can dramatically improve the performance of PSI protocols whose overhead depends on the length of the representations of input items.

We apply Phasing to design a new approach for circuit-based PSI protocols. The resulting protocol is up to 5 times faster than the previously best Sort-Compare-Shuffle circuit of Huang et al. (NDSS 2012). We also apply Phasing to the OT-based PSI protocol of Pinkas et al. (USENIX Security 2014), which is the fastest PSI protocol to date. Together with additional improvements that reduce the computation complexity by a logarithmic factor, the resulting protocol improves run-time by a factor of up to 20 and can also have similar communication overhead as the previously best PSI protocol in that respect. The new protocol is only moderately less efficient than an insecure PSI protocol that is currently used by real-world applications, and is therefore the first secure PSI protocol that is scalable to the demands and the constraints of current real-world settings.

1 Introduction

Private set intersection (PSI) allows two parties $P_1$ and $P_2$ with respective input sets $X$ and $Y$ to compute the intersection $X \cap Y$ of their sets without revealing any information but the intersection itself. Although PSI has been widely studied in the literature, many real-world applications today use an insecure hash-based protocol instead of a secure PSI protocol, mainly because of the insufficient efficiency of current PSI protocols.

In this work we present Phasing, Permutation-based Hashing Set Intersection, which is a new approach for constructing PSI protocols based on a hashing technique that ensures that hashed elements can be represented by short strings without any collisions. The overhead of recent PSI protocols depends on the length of these representations, and this new structure of construction, together with other improvements, results in very efficient performance that is only moderately larger than that of the insecure protocol that is in current real-world usage.

1.1 Motivating Scenarios

The motivation for this work comes from scenarios where PSI must be applied quite frequently to large sets of data, and therefore performance becomes critical. Moreover, the communication overhead might be even more important than the computation overhead, since in large data centers it is often easier to add computing power than to improve the outgoing communication infrastructure. We describe here three scenarios which require large-scale PSI implementations.

Measuring ad conversion rates Online advertising, which is a huge business, typically measures the success of ad campaigns by measuring the success of converting viewers into customers. A popular way of measuring this value is by computing the conversion rate, which is the percentage of ad viewers who later visit the advertised

*Please cite the conference version of this paper published at USENIX Security'15 [PSSZ15].
site or perform a transaction there. For banner ads or services like Google Adwords it is easy to approximate this value by measuring ad click-throughs. However, measuring click-throughs is insufficient in other online advertising settings. One such setting is mobile advertising, which is becoming a dominating part of online advertising. Even though mobile ads have a great effect, click-throughs are an insufficient measure of their utility, since it is unlikely, due to small displays and the casual nature of mobile browsing, that a user will click on an ad and, say, purchase a car using his mobile device. Another setting where click rate measurement is unsatisfactory is advertising of offline goods, like groceries, where the purchase itself is done offline.

An alternative method of measuring ad performance is to compare the list of people who have seen an ad with those who have completed a transaction. These lists are held by the advertiser (say, Google or Facebook), and by merchants, respectively. It is often possible to identify users on both ends, using identifiers such as credit card numbers, email addresses, etc. A simple solution, which ignores privacy, is for one side to disclose its list of customers to the other side, which then computes the necessary statistics. Another option is to run a PSI protocol between the two parties. (The protocol should probably be a variant of PSI, e.g. compute total revenues from customers who have seen an ad. Such protocols can be derived from basic PSI protocols.) In fact, Facebook is running a service of this type with Datalogix, Epsilon and Acxiom, companies which have transaction records for a large part of loyalty card holders in the US. According to reports, the computation is done using a variant of the insecure naive hashing PSI protocol that we describe in §3.1. Our results show that it can be computed using secure protocols even for large data sets.

Security incident information sharing Security incident handlers can benefit from information sharing since it provides them with a global view during incidents. However, incident data is often sensitive and potentially embarrassing. The shared information might reveal information about the business of the company that provided it, or of its customers. Therefore, information is typically shared rather sparsely and protected using legal agreements. Automated large scale sharing will improve security, and there is in fact work to that end, such as the IETF Managed Incident Lightweight Exchange (MILE) effort. Many computations that are applied to the shared data compute the intersection and its variants. Applying PSI to perform these computations can simplify the legal issues of information sharing. Efficient PSI protocols will enable it to be run often and in large scale.

Private contact discovery When a new user registers to a service it is often essential to identify current registered users who are also contacts of the new user. This operation can be done by simply revealing the user’s contact list to the service, but can also be done in a privacy preserving manner by running a PSI protocol between the user’s contact list and the registered users of the service. This latter approach is used by the TextSecure and Secret applications, but for performance reasons they use the insecure naive hashing PSI protocol described in §3.1.

In these cases each user has a small number of records $n_2$, e.g., $n_2 = 256$, whereas the service has millions of registered users (in our experiments we use $n_1 = 2^{24}$). It therefore holds that $n_2 \ll n_1$. In our best PSI protocol, the client needs only $O(n_2 \log n_1)$ memory, $O(n_2)$ symmetric cryptographic operations and $O(n_1)$ cheap hash table lookups, and the communication is $O(n_1 \log n_1)$. (The communication overhead is indeed high as it depends on $n_1$, but this seems inevitable if brute force searches are to be prevented.)

1.2 Our Contributions

Our goal in this work is to enable PSI computations for large scale sets that were previously beyond the capabilities of state-of-the-art protocols. The constructions that we design in this work improve performance by more than an order of magnitude. We obtain these improvements by generalizing the hashing approach of [PSZ14] and applying it to generic secure computation-based PSI protocols. We replace the hash function in [PSZ14] by a permutation which enables us to reduce the bit-length of internal representations. Moreover, we suggest several improvements to the OT-based PSI protocol of [PSZ14]. We explain our contributions in more detail next:

Phasing: Using permutation-based hashing to reduce the bit-length of representations. The overhead of the best current PSI protocol [PSZ14] is linear in the length of the representations of items in the sets (i.e., the ids of items in the sets). The protocol maps items into bins, and since each bin has very few items in it, it is tempting to hash the ids to shorter values and trust the birthday paradox to ensure that no two items in the same bin are

---

1See e.g., http://www.reuters.com/article/2012/10/01/us-facebook-ads-idUSBRE8900I120121001.
3See https://whispersystems.org/blog/contact-discovery/ and https://medium.com/@davidbyttow/demystifying-secret-12ab82fda29f, respectively.
hashed to the same representation. However, a closer examination shows that to ensure that the collision probability is smaller than $2^{-\lambda}$, the length of the representation must be at least $\lambda$ bits, which is too long.

In this work we utilize the permutation-based hashing techniques of [ANS10] to reduce the bit-length of the ids of items that are mapped to bins. These ideas were suggested in an algorithmic setting to reduce memory usage, and as far as we know this is the first time that they are used in a cryptographic or security setting to improve performance. Essentially, when using $\beta$ bins the first $\log \beta$ bits in an item’s hashed representation define the bin to which the item is mapped, and the other bits are used in a way which provably prevents collisions. This approach reduces the bit-length of the values used in the PSI protocol by $\log \beta$ bits, and this yields reduced overhead by up to 60%-75% for the settings we examined.

Circuit-Phasing: Improved circuit-based PSI. As we discuss in §3.4 there is a great advantage in using generic secure computation for computing PSI, since this enables to easily compute variants of the basic PSI functionality. Generic secure computation protocols evaluate Boolean circuits computing the desired functionality. The best known circuit for computing PSI was based on the Sort-Compare-Shuffle circuit of [HEKT12]. We describe Circuit-Phasing, a new generic protocol that uses hashing (specifically, Cuckoo hashing and simple hashing) and secure circuit evaluation. In comparison with the previous approach, our circuits have a smaller number of AND gates, a lower depth of the circuit (which affects the number of communication rounds in some protocols), and a much smaller memory footprint. These factors lead to a significantly better performance.

OT-Phasing: Improved OT-based PSI. We introduce the OT-Phasing protocol which improves the OT-based PSI protocol of [PSZ14] as follows:

- **Improved computation and memory.** We reduce the length of the strings that are processed in the OT from $O(\log^2 n)$ to $O(\log n)$, which results in a reduction of computation and memory complexity for the client from $O(n \log^2 n)$ to $O(n \log n)$.

- **3-way Cuckoo hashing.** We use 3 instead of 2 hash functions to generate a more densely populated Cuckoo table and thus decrease the overall number of bins and hence OTs.

OT-Phasing improves over state-of-the-art PSI both in terms of run-time and communication. Compared to the previously fastest PSI protocol of [PSZ14], our protocol improves run-time by up to factor 10 in the WAN setting and by up to factor 20 in the LAN setting. Furthermore, our OT-Phasing protocol in some cases achieves similar communication as [Mea86], which was shown to achieve the lowest communication of all PSI protocols [PSZ14].

1.3 Outline

We give preliminary information in §2 and summarize related work in §3. In §4 we describe Phasing, our optimization for permutation-based hashing that reduces the bit-length of elements in PSI. Afterwards, we apply Phasing to generic secure computation protocols, and present Circuit-Phasing, our new approach for circuit-based PSI §5. Thereafter, we apply Phasing to the previously fastest OT-based PSI protocol of [PSZ14] and present several optimizations in §6. In §7 we analyze the hashing failure probability of Circuit- and OT-Phasing. Finally, we provide an evaluation of our PSI protocols in §8.

2 Preliminaries

2.1 Notation

We denote the parties as $P_1$ and $P_2$. For all protocols we assume that $P_2$ obtains the output. The respective input sets are denoted as $X$ and $Y$, with sizes $n_1 = |X|$ and $n_2 = |Y|$. Often $n_1 = n_2$ and we use the notation $n = n_1 = n_2$. We assume that elements are of bit-length $\sigma$.

We call the symmetric security parameter $\kappa$, the bit-length of the elliptic curves $\phi$, and the statistical security parameter $\lambda$. Throughout the paper we assume $128$-bit security, i.e., $\kappa = 128$, $\phi = 283$ (using Koblitz-curves), and $\lambda = 40$. For symmetric encryption we use AES-128.

We refer to the concatenation of bit-strings by $||$, to the exclusive-OR (XOR) operation by $\oplus$, and to the $i$-th element in a sequence $S$ by $S[i]$. In many protocols, we shorten the size of hash values that are sent to $\ell = \lambda + \log_2(n_1) + \log_2(n_2)$ instead of $2\lambda$. This yields collision probability $2^{-\lambda}$, which is suited for most applications.

2.2 Security

**Ideal PSI functionality:** An execution of PSI that is ideal in terms of security, can be run in the presence of a trusted third party. In that case, the two parties can simply send their inputs to the trusted party, which then computes the intersection and sends it to $P_2$. It is obvious that if the trusted third party is indeed honest then the correct function is computed and nothing is leaked. The challenge is to obtain the same level of security in a setting that involves no trusted third party.

**Adversaries:** Two types of adversaries are typically discussed in the secure computation literature: A semi-honest adversary is trusted to follow the protocol, but at-
tempts to learn as much information as possible from the messages it receives. This adversary model is appropriate for scenarios where execution of the correct software is enforced by software attestation or where an attacker might obtain the transcript of the protocol after its execution, either by stealing it or by legally enforcing its disclosure. In contrast, a malicious adversary can behave arbitrarily. Most work on PSI was in the semi-honest setting. Protocols that are secure against malicious adversaries, e.g., \cite{FNP04, JL09, DSMRY09, HN10, CKT10, FHPN14, Haz15}, are considerably less efficient. We focus on optimal performance and therefore design protocols secure against semi-honest adversaries only. Furthermore, the security of the protocols is proven in the random oracle model, as is justified in next.

The random oracle model: As in most previous works on efficient PSI, we use the random oracle model to achieve more efficient implementations \cite{BR93}. The only PSI protocol described in the recent survey in \cite{PSZ12} that is not based on the random oracle model is the protocol of \cite{FNP04} which uses oblivious polynomial evaluation based on El-Gamal encryption, but that protocol is considerably less efficient than other state-of-the-art PSI protocols.

2.3 Hashing to Bins

Our protocols hash the input items to bins and then operate on each bin separately. In general, our hashing schemes use a table $T$ consisting of $\beta$ bins. An element $e$ is mapped to the table by computing an address $a = H(e)$ using a hash function $H$ that is modeled as a random function. A value related to $e$ (or $e$ itself) is then stored in bin $T'[a]$. An element $e'$ can be looked up by checking the content of bin $T'[H(e')]$.

There is a rich literature on hashing schemes, which differ in the methods for coping with collisions, the complexity for insertion/deletion/look-up, and the utilization of storage space. In \cite{FNP04, FHPN14, PSZ14, Haz15}, hashing to bins was used to improve the number of comparisons that are performed in PSI protocols. In the following, we detail the two most promising hashing schemes for use in PSI, according to \cite{PSZ14}: simple hashing and Cuckoo hashing. For the OT-based PSI protocol of \cite{PSZ14}, it was shown that a combination of simple hashing (for $P_1$) and Cuckoo hashing (for $P_2$) results in the best performance.

2.3.1 Simple Hashing

Simple hashing builds the table $T$ by mapping each element $e$ to bin $T'[H(e)]$ and appending $e$ to the bin. Each bin must, of course, be able to store more than one element. The size of the most populated bin was analyzed in \cite{RS98}, and depends on the relation between the number of bins and the total number of elements. Most importantly for our application, when hashing $n$ elements into $\beta = n$ bins, it was shown that the maximum number of elements in a bin is $\frac{n}{\ln(n)}(1 + o(1))$. In \cite{10.1007/978-3-662-49894-3_7}, we give a theoretical and an empirical analysis of the maximum number of elements in a bin.

2.3.2 Cuckoo Hashing

Cuckoo hashing \cite{PR01} uses $h$ hash functions $H_1,...,H_h$ to map an element $e$ to a bin using either one of the $h$ hash functions. (Typically, $h$ is set to be $h = 2$; we also use $h = 3$.) In contrast to simple hashing, it allows at most one element to be stored in a bin. If a collision occurs, Cuckoo hashing evicts the element in the bin and performs the insertion again for the evicted element. This process is repeated until an empty bin is found for the evicted element. If the resulting sequence of insertion attempts fails a certain number of times, the current evicted element is placed in a special bin called stash. In \cite{KMW09} it was shown that for $h = 2$ hash functions, $\beta = (1 + \epsilon)n$ bins, and a stash of size $s = \ln n$, the insertion of elements fails with small probability of $O(n^{-\epsilon})$, which is smaller than $n^{-(\kappa+1)}$ for sufficiently large values of $n$ (cf. §7.2).

2.4 Oblivious Transfer

1-out-of-2 oblivious transfer (OT) \cite{EGL85} is a protocol where the receiver with choice bit $c$ chooses one of two strings $(x_0,x_1)$ held by the sender. The receiver receives $x_c$ but gains no information about $x_{1-c}$, while the sender gains no information about $c$.

OT extension protocols \cite{KK13, ALSZ13} precompute a small number (say, $\kappa = 128$) of “real” public-key-based OTs, and then compute any polynomial number of OTs using symmetric-key cryptography alone. The most efficient OT variant that we use computes random OT. In that protocol the sender has no input but obtains random $(x_0,x_1)$ as output, while the receiver with input $c$ obtains $x_c$ \cite{ALSZ13}. The advantage of this protocol is that the sender does not need to send messages based on its inputs, as it does not have any inputs, and instead computes them on-the-fly during the OT extension protocol. As a result, the communication overhead of the protocol is greatly reduced.

An additional improvement that we use, described in \cite{KK13}, efficiently computes 1-out-of-$N$ OT for short strings. The communication for a random 1-out-of-$N$ OT (for $3 \leq N \leq 256$) is only $2\kappa$-bits, whereas the communication for a random 1-out-of-2 OT is $\kappa$-bits. The computation for a random 1-out-of-$N$ OT amounts to four pseudo-random generator (PRG) and one correlation-
robust function (CRF) evaluations for the receiver and two PRG and \(N\) CRF evaluations for the sender. In addition, if the sender only requires \(i \leq N\) outputs of the OT, it only needs to perform \(i\) CRF evaluations.

We use 1-out-of-\(N\) OT since we have to perform OTs for every bit of an element. By using 1-out-of-\(N\) OT for \(N = 2^p\), we process \(\mu\) bits in parallel with communication equal to that of processing two bits. We denote \(m\) 1-out-of-\(N\) OTs on \(\ell\)-bit strings by \((\frac{N}{m})\cdot\text{OT}^m_\ell\).

### 2.5 Generic Secure Computation

Generic secure two-party computation protocols allow two parties to securely evaluate any function that can be expressed as a Boolean circuit. The communication overhead and the number of cryptographic operations that are computed are linear in the number of non-linear (AND) gates in the circuit, since linear (XOR) gates can be evaluated “for free” in current protocols. Furthermore, some protocols require a number of interaction rounds that are linear in the AND depth of the circuit. The two main approaches for generic secure two-party computation on Boolean circuits are Yao’s garbled circuits [Yao86] and the protocol by Goldreich-Micali-Wigderson [GMW87] summarized next.

### 2.6 Yao’s Garbled Circuits

Yao’s garbled circuits protocol [Yao86] is run between a server and a receiver. The server garbles the Boolean circuit by assigning a symmetric key to each input wire and encrypting the output wires of a gate using the keys on the input wires. The server then sends the garbled circuit together with the keys of its own input wires to the receiver. The receiver uses oblivious transfers to obliviously obtain the input keys corresponding to its input wires to the garbled circuit and then iteratively decrypts the garbled circuit. The output can be decrypted by having the server provide a mapping from keys to their plain values for all output wires.

Numerous optimizations to Yao’s basic garbled circuit protocol have been proposed, including the following techniques: point-and-permute [BMR90], free-XOR [KS08], pipelining [HEKM11], fixed-key AES garbling [BHKR13], and the recent half-gates method [ZRE15]. Using all these optimizations, in the construction stage the server has to evaluate AES four times for each AND gate, and send two \(\kappa\)-bit ciphertexts to the receiver. In the evaluation stage the receiver has to evaluate AES twice per AND gate.

### 3 Related Work

We reflect on existing PSI protocols by following the classification of PSI protocols in [PSZ14]: the naive hashing protocol (§3.1), server-aided PSI protocols (§3.2), public-key cryptography-based PSI protocols (§3.3), generic secure computation-based PSI protocols (§3.4), and OT-based PSI protocols (§3.5). For each category, we review existing work and outline the best performing protocol, according to [PSZ14].

#### 3.1 (Insecure) Naive Hashing

The naive hashing protocol is the most commonly used, but it is an insecure solution for PSI, except for rare cases. In the protocol, \(P_2\) samples a random \(2\kappa\)-bit salt \(k\) and sends it to \(P_1\). Both parties then use a cryptographic hash function \(H : \{0,1\}^* \rightarrow \{0,1\}^\ell\) to hash their elements salted with \(k\). Namely, \(P_1\) computes \(h_i = H(x_i \oplus k)\) for each of its inputs, and \(P_2\) similarly computes \(h'_i\) values from its own inputs. \(P_1\) then randomly permutes the hash values \(h_i\) and sends them to \(P_2\), which computes the intersection as the elements for which there exists a \(j\) such that \(h_i = h'_j\).

**Security:** The naive hashing protocol is very efficient: \(P_1\) and \(P_2\) each evaluate \(n_1\) (resp. \(n_2\)) hash functions and \(P_1\) sends \(n_1\) hash values of length \(\ell = \kappa + \log_2(n_1) + \log_2(n_2)\) bit. Note, however, that the naive hashing protocol has a major security flaw if the elements are taken from a domain \(\mathbb{D}\) which does not have very large entropy. In this case, \(P_2\) can recover all elements in the set of \(P_1\) by running a brute force attack computing the hash of all possible elements \(x \in \mathbb{D}\) and checking if \(H(x \oplus k) = h_i\).
for any $1 \leq i \leq n_1$. This attack is relevant for many settings, say, where the inputs are IP addresses, credit card numbers, names, social security numbers, etc.

Even if the input elements are chosen from a domain with high entropy, forward-secrecy is not guaranteed, since an attacker can compute whether a specific element was part of the other party’s set if the attacker learns the element after the protocol execution.

### 3.2 Server-Aided PSI

To increase the efficiency of PSI, protocols that use a semi-trusted third party were proposed [KMRST14]. These protocols are secure as long as the third party does not collude with any of the participants. We mention this set of protocols here for completeness, as they require different trust assumptions as protocols involving no third party.

The protocol of [KMRST14] has only a slightly higher overhead than the naïve hashing PSI solution described in [3.1] In that protocol, $P_1$ samples a random $\kappa$-bit key $k$ and sends it to $P_2$. Both parties compute $h_i = F_k(x_i)$ (resp. $h'_j = F_k(y_j)$), where $F_k$ is a pseudo-random permutation that is parametrized by $k$. Both parties then send the hashes to the third party (in randomly permuted order) who then computes $I = h_i \cap h'_j$, for all $1 \leq i \leq n_1$ and $1 \leq j \leq n_2$ and sends $I$ to $P_2$. $P_2$ obtains the intersection by computing $F_k^{-1}(e)$ for each $e \in I$.

### 3.3 Public-Key Cryptography based PSI

The first protocols for PSI were outlined in [Mea86, HFH99] and were based on the Diffie-Hellman (DH) key exchange. The overhead of these protocols is $O(n)$ exponentiations. In [FNP04, FHNP14], a PSI protocol based on El-Gamal encryption was introduced that uses oblivious polynomial evaluation and requires $O(n \log \log(n))$ public-key encryptions (the advantage of that protocol was that its security was not based on the random oracle model). Protocols for different set operations, such as set-intersection and set-union, on multisets were presented in [KS05]. A PSI protocol that uses blind-RSA was introduced in [CT10] and implemented efficiently in [CT12].

We implement the DH-based protocol of [Mea86, HFH99] based on elliptic-curve-cryptography, which was shown to achieve lowest communication in [PSZ14]. We describe the protocol in more detail next.

**DH-based PSI:** The DH-based PSI protocol is secure based on the Decisional Diffie-Hellman (DDH) assumption (cf. security proof in [AES03]) and works as follows:

- Both parties agree on a cyclic group of prime order $q$ and on a hash function $H$ that is modeled as a random oracle.
- $P_1$ chooses a secret $\alpha \in_R \mathbb{Z}_q$ and $P_2$ chooses a secret $\beta \in_R \mathbb{Z}_q$.
- $P_1$ computes $(H(x_1))^{\alpha}, ..., (H(x_{n_1}))^{\alpha}$, permutes the order of the results and sends them to $P_2$. In parallel to that operation, $P_2$ computes $(H(y_1))^{\beta}, ..., (H(y_{n_2}))^{\beta}$, permutes the order of the results and sends them to $P_1$.
- $P_1$ then raises each of the values that it received to the power of $\alpha$ and sends the results to $P_2$, while $P_2$ raises each of the values that it received to the power of $\beta$.
- $P_2$ compares the values that it computed to those received from $P_1$. The associativity of the exponentiation operation guarantees that if $x = y$ then $((H(x))^{\beta})^{\alpha} = ((H(y))^{\alpha})^{\beta}$ and this enables $P_2$ to identify the intersection.

To further decrease communication, $P_1$ can hash the group elements $e = ((H(y)^{\beta})^{\alpha})$ to shorter $\ell$-bits that are sent to $P_2$. This step requires an additional hash operation per item.

Overall, $P_1$ and $P_2$ have to send $n_1 + n_2$ and $n_2$ group elements (resp. hash values), and compute $n_1 + n_2$ exponentiations and $n_1 + n_2$ (resp. $2(n_1 + n_2)$) hash functions each.

A major advantage of this protocol is that the two parties execute similar computations and can therefore work in parallel and in full utilization of their computing power. In addition, the exponentiation can be implemented using elliptic-curve cryptography, improving computation and, even more notably, communication overhead.

Another advantage, of no lesser importance, is that this protocol is very simple to implement, compared to all other protocols that we discuss here.

### 3.4 PSI based on Generic Protocols

Generic secure computation can be used to perform PSI by encoding the intersection functionality as a Boolean circuit. The most straightforward method for this encoding is to perform a pairwise-comparison which compares each element of one party to all elements of the other party. However, this circuit uses $O(n^2)$ comparisons and hence scales very poorly for larger set sizes [HEK12]. The Sort-Compare-Share (SCS) circuit of [HEK12] is much more efficient. As indicated by its name, the circuit first sorts the union of the elements of both parties, then compares adjacent elements for equality, and finally shuffles the result to avoid information leakage. The sort and shuffle operations are implemented using a sorting
The work of [HEK12] describes a size-optimized version of this circuit for use in Yao’s garbled circuits; [PSZ14] describes a depth-optimized version for use in the GMW protocol. The size-optimized SCS circuit has \(\sigma(3n\log_2 n + 4n)\) AND gates\(^4\) and AND depth \((\sigma + 2)\log_2(2n) + \log_2(\sigma) + 1\) while the depth-optimized SCS circuit has about the same number of gates and AND depth of \((\log_2(\sigma) + 4)\log_2(2n)\), for \(n = (n_1 + n_2)/2\).

PSI protocols based on generic secure computation have higher run-time and communication complexity than most special-purpose PSI protocols [CT12,PSZ14]. Yet, these protocols are of great importance since they enable to easily compute any functionality that is based on basic PSI. Consider, for example, an application that needs to find if the size of the intersection is greater than some threshold, or compute the sum of revenues from items in the intersection. Computing these functionalities using specialized PSI protocols requires to design the protocols, whereas a PSI protocol based on generic computation can be adapted to compute these functionalities by using a slightly modified circuit. In other words, changing specialized protocols to have a new functionality requires to employ a cryptographer to design a new protocol variant, whereas changing the functionality of a generic protocol only requires to design a new circuit computing the new functionality. The latter task is of course much simpler. An approximate PSI protocol that uses generic secure computation protocols in combination with Bloom filters was given in [WLN15].

### 3.5 OT-based PSI

OT-based PSI protocols are the most recent category of PSI protocols. Their research has been motivated by recent efficiency improvements in OT extension. The garbled Bloom filter protocol of [DCW13] was the first OT-based PSI protocol and was improved in [PSZ14]. A novel OT-based PSI protocol, which we denote OT-PSI protocol, was introduced in [PSZ14], combining OT and hashing to achieve the best run-time among all analyzed PSI protocols. We next summarize the OT-PSI protocol of [PSZ14] and give a detailed description without the stash in Fig. 1.

The abstract idea of the OT-PSI protocol is to have both parties hash their elements into bins using the same hash function (Step 1, cf. 3.5.1) and compare the elements mapped to the same bin. The comparison is done using OTs that generate random masks from the elements (Step 2, cf. 3.5.2), such that the intersection of the random masks corresponds to the intersection of the original inputs (Step 3, cf. 3.5.3). Finally, the intersection of the elements in the stash is computed (13.5.4). We give the overhead of the protocol in 3.5.5.

#### 3.5.1 PSI via Hashing to Bins

In the first step of the protocol, the parties map their elements into their respective hash tables \(T_1\) and \(T_2\), consisting of \(\beta = h(1 + \varepsilon)n_2\) bins (cf. 7). \(P_2\) uses Cuckoo hashing with \(h\) hash functions (with \(h = 2\)), and obtains a one-dimensional hash table \(T_2\). \(P_1\) hashes each item \(h\) times (once for each hash function) using simple hashing and obtains a two-dimensional hash table \(T_1\) (where the first dimension addresses the bin and the second dimension the elements in the bin). Each party then pads all bins in its table to the maximum size using respective dummy elements: \(P_1\) pads each bin to \(\max_\beta\) elements using a dummy element \(d_1\) (where \(\max_\beta\) is computed using \(\beta\) and \(n_1\) as detailed in 7 to set the probability of mapping more items to a bin to be negligible), while \(P_2\) fills each empty bin with dummy element \(d_2\) (different than \(d_1\)). The padding is performed to hide the number of elements that were mapped to a specific bin, which would leak information about the input.

#### 3.5.2 Masking via OT

After the hashing, the parties use OT to generate an \(\ell\)-bit random mask for each element in their hash table.

Naively, for each bin, and for each item that \(P_2\) mapped to the bin, the parties run a 1-out-of-2 OT for each bit of this item. \(P_2\) is the receiver and its input to the OT is the value of the corresponding bit in the single item that it mapped to the bin. \(P_1\)’s input is two random \(\ell\)-bit strings. After running these OTs for all \(\sigma\) bits of the item, \(P_1\) sends to \(P_2\) the XOR of the strings corresponding to the bits of \(P_1\)’s item. Note that if \(P_1\)’s item is equal to that of \(P_2\) then the sent value is equal to the XOR of the output strings that \(P_2\) received in the OTs. Otherwise the values are different with high probability, which depends on the length \(\ell\) of the output strings.

This basic protocol was improved upon in [PSZ14] in several ways:

- Recall that OT extension is more efficient when applied to 1-out-of-\(N\) OT [KK13]. Therefore, the protocol uses \(\mu\)-bit characters instead of a binary representation. It splits the elements into \(t\) \(\mu\)-bit characters, and uses \(t\) invocations of 1-out-of-\(N\) OT where \(N = 2^\mu\), instead of \(t\mu\) invocations of 1-out-of-2 OT.
- In each bin the parties run OTs for all \(\max_\beta\) items that \(P_1\) mapped to the bin, and to all characters in these items. \(P_2\)’s inputs are the same for all \(\max_\beta\).
OTs corresponding to the same character. Thus, the parties could replace them with a single OT, where the output string of the OT has \( \max \beta \) longer size.

- Recall that random OT, where the protocol randomly defines the inputs of \( P_1 \), is more efficient than an OT where \( P_1 \) chooses these inputs by itself. For the purpose of PSI the protocol can use random OT. It is also important to note that if \( P_1 \) mapped \( m < \max \beta \) elements to a bin, it only needs to evaluate inputs for \( m \) random OTs in this bin and not for all \( \max \beta \) random OTs that are taking place. This improves the overhead of the protocol.

### 3.5.3 Intersection

The parties compute the intersection of their elements using the random masks (XOR values) generated during Step 2: \( P_1 \) generates a set \( V \) as the masks for all of its non-dummy elements. \( P_1 \) then randomly permutes the set \( V \) to hide information about the number of elements in each bin, and sends \( V \) to \( P_2 \). \( P_2 \) computes the intersection \( X \cap Y \) by computing the plaintext intersection between \( V \) and the set of XOR values that it computed.

### 3.5.4 Including a Stash

The OT-based PSI protocol of [PSZ14] uses Cuckoo hashing with a stash of size \( s \), which we omitted in our
description of the protocol in Fig.\[4\]. The intersection of \(P_1\)'s elements with \(P_1\)'s elements is done by running the masking procedure of Step 2 for all \(x\) items in the stash, comparing them with all \(n_1\) items in \(P_1\)'s input. Finally, \(P_1\) sends the masks it computed to \(P_2\) (in randomly permuted order) which can then check the intersection as in Step 3.

3.5.5 Overhead

The overhead of this protocol is linear in the bit-length of the input elements. Therefore, any reduction in the bit-length of the inputs directly results in a similar improvement in the overhead.

For readers interested in the exact overhead of the protocol, we describe here the details of the overhead. In total, the parties have to evaluate random \((\binom{\ell}{1})\cdot\text{OT}_{\text{maxg},\ell}\) and send \((h+s)n_1\) masks of \(\ell\)-bit length, where \(\ell = h(n_2 + \epsilon), N = 2^\mu, t = \lfloor \sigma/\mu \rfloor, \ell = \lambda + \log_2(n_1) + \log_2(n_2),\) and \(s\) is the size of the stash. To be exact, the server has to perform \(2t(\ell + 1)\) pseudo-random generator evaluations during OT extension, \((h+s)n_1t\) correlation-robust function evaluations to generate the random masks, and send \((2 + s)n_1\ell\) bits. The client has to perform \(4t(\beta + s)\) pseudo-random generator evaluations during OT extension, \(n_2\maxg\ell/o + sn_1\ell/o\) correlation-robust function evaluations to generate the random masks, and send \(2(\beta + s)n_1\ell\) bits during OT extension, where \(o\) is the output length of the correlation-robust function. Note especially that the client has to evaluate the correlation-robust function \(O(n\log^2 n)\) times to generate the random bits which represent the masks of the server’s elements. This cost can become prohibitive for larger sets, as we will show in our evaluation in [8].

4 Permutation-Based Hashing

The overhead of the OT-based PSI protocol of [PSZ14] and of the circuit-based PSI protocols we describe in [5] depends on the bit-lengths of the items that the parties map to bins. The bit-length of the stored items can be reduced based on a permutation-based hashing technique that was suggested in [ANS10] for reducing the memory usage of Cuckoo hashing. That construction was presented in an algorithmic setting to improve memory usage. As far as we know this is the first time that it is used in secure computation or in a cryptographic context.

The construction uses a Feistel-like structure. Let \(x = x_L || x_R\) be the bit representation of an input item, where \(|x_L| = \log \beta\), i.e. equal to the bit-length of an index of an entry in the hash table. (We assume here that the number of bins \(\beta\) in the hash table is a power of 2. It was shown in [ANS10] how to handle the general case.) Let \(f()\) be a random function whose range is \([0, \beta - 1]\). Then item \(x\) is mapped to bin \(x_L \oplus f(x_R)\). The value that is stored in the bin is \(x_R\), which has a length that is shorter by \(\log \beta\) bits than the length of the original item. This is a great improvement, since the length of the stored data is significantly reduced, especially if \(|x|\) is not much greater than \(\log \beta\). As for the security, it can be shown based on the results in [ANS10] that if the function \(f\) is \(k\)-wise independent, where \(k = \text{polylog} n\), then the maximum load of a bin is \(\log n\) with high probability.

The structure of the mapping function ensures that if two items \(x, x'\) store the same value in the same bin then it must hold that \(x = x'\); if the two items are mapped to the same bin, then \(x_L \oplus f(x_R) = x'_L \oplus f(x'_R)\). Since the stored values satisfy \(x_R = x'_R\), it must also hold that \(x_L = x'_L\), and therefore \(x = x'\).

As a concrete example, assume that \(|x| = 32\) and that the table has \(\beta = 2^{30}\) bins. Then the values that are stored in each bin are only 12 bits long, instead of 32 bits in the original scheme. Note also that the computation of the bin location requires a single instantiation of \(f\), which can be implemented with a medium-size lookup table.

A comment about an alternative approach An alternative, and more straightforward approach for reducing the bit-length could map \(x\) using a random permutation \(p()\) to a random \(|x|\)-bit string \(p(x)\). The first \(\log \beta\) bits of \(p(x)\) are used to define the bin to which \(x\) is mapped, and the value stored in that bin holds the remaining \(|x| - \log \beta\) bits of \(p(x)\). This construction, too, has a shorter length for the values that are stored in the bins, but it suffers from two drawbacks: From a performance perspective, this construction requires the usage of a random permutation on \(|x|\) bits, which is harder to compute than a random function. From a theoretical perspective, it is impossible to have efficient constructions of \(k\)-wise independent permutations, and therefore we only know how to prove the \(\log n\) maximum load of the bins under the stronger assumption that the permutation is random.

5 Circuit-Phasing

PSI protocols that are based on generic secure computation are of great importance due to their flexibility (cf. [3.4] for details). The best known construction of a circuit computing the intersection (of \(\sigma\)-bit elements) is the SCS circuit of [HEK12] with about \(3n\sigma\log_2 n\) AND gates and an AND depth of \(\Theta(\log_2 \sigma \cdot \log_2 n)\). We describe a new construction of circuits with the same order of AND gates (but with smaller constants), and a much smaller depth. Our experiments, detailed in [8], demonstrate that the new circuits result in much better performance.
The new protocol, which we denote as Circuit-Phasing, is based on the two parties mapping their inputs to hash tables before applying the circuit. The idea is similar to the OT-based PSI protocol of [PSZ14] described in §3.5 but instead of using OTs for the comparisons, the protocol evaluates a pairwise-comparison circuit between each bin of $P_1$ and $P_2$ in parallel:

- Both parties use a table of size $\beta = O(n)$ to store their elements. Our analysis (§7) shows that setting $\beta = 2.44n$ reduces the error probability to be negligible for reasonable input sizes ($2^8 \leq n \leq 2^{24}$) when setting the stash size according to Tab. 4.

- $P_2$ maps its input elements to $\beta$ bins using Cuckoo hashing with two hash functions and a stash; empty bins are padded with a dummy element $d_2$.

- $P_1$ maps its input elements into $\beta$ bins using simple hashing. The size of the bins is set to be $\max\beta$, a parameter that is set to ensure that no bin overflows (see §7.1). The remaining slots in each bin are padded with a dummy element $d_1 \neq d_2$. The analysis described in §7.1 shows how $\max\beta$ is computed and is set to a value smaller than $\log_2 n$.

- The parties securely evaluate a circuit that compares the element that was mapped to a bin by $P_2$ to each of the $\max\beta$ elements mapped to it by $P_1$.

- Finally, each element in $P_2$’s stash is checked for equality with all $n_1$ input elements of $P_1$ by securely evaluating a circuit computing this functionality.

- To reduce the bit-length of the elements in the bins, and respectively the circuit size, the protocol uses permutation-based hashing as described in §4 (Note that using this technique is impossible with SCS circuits of [HEKT12]).

A detailed analysis of the circuit size and depth

Let $m$ be the size of $P_1$’s input to the circuit with $m = \beta \max\beta + s n_1$, i.e., for each of the $\beta$ bins, $P_1$ inputs $\max\beta$ items as well as $n_1$ items for each of the $s$ positions in the stash. The circuit computes a total of $m$ comparisons between the elements of the two parties. Each element is of length $\sigma'$ bits, which is the reduced length of the elements after being mapped to bins using permutation-based hashing, i.e. $\sigma' = \sigma - \log_2 \beta$.

A comparison of two $\sigma'$-bit elements is done by computing the bitwise XOR of the elements and then a tree of $\sigma' - 1$ OR gates, with depth $\lceil \log_2 \sigma' \rceil$. The topmost gate of this tree is a NOR gate. Afterwards, the circuit computes the XOR of the results of all comparisons involving each item of $P_2$. (Note that at most one of the comparisons results in a match, therefore the circuit can compute the XOR, rather than the OR, of the results of the comparisons.) Overall, the circuit consists of about $m \cdot (\sigma' - 1) \approx n_1 \cdot (\max\beta + s) \cdot (\sigma' - 1)$ non-linear gates and has an AND depth of $\lceil \log_2 \sigma' \rceil$.

Advantages

Circuit-Phasing has several advantages over the SCS circuit:

- Compared to the number of AND gates in the SCS circuit, which is $3n\sigma \log n$, and recalling that $\sigma' < \sigma$, and that $\max\beta$ was shown in our experiments to be no greater than $\log n$, the number of non-linear gates in Circuit-Phasing is smaller by a factor greater than 3 compared to the number of non-linear gates in the SCS circuit (even though both circuits have the same big “O” asymptotic sizes).

- The main advantage of Circuit-Phasing is the low AND depth of $\log_2(\sigma')$, which is also independent of the number of elements $n$. This affects the overhead of the GMW protocol that requires a round of interaction for every level in the circuit.

- Another advantage of Circuit-Phasing is its simple structure: the same small circuit is evaluated for each bin. This property allows for a SIMD (Single Instruction Multiple Data) evaluation with a very low memory footprint and easy parallelization.

Hashing failures: The correct performance of the protocol depends on the successful completion of the hashing operations: The Cuckoo hashing must succeed, and the simple hashing must not place more than $\max\beta$ elements in each bin. Tables of size $2(1 + \epsilon)n$ and $\max\beta = O(\log n)$ guarantee these properties with high probability. We analyze the exactly required table sizes in §7 and set them to be negligible in the statistical security parameter $\lambda$.

6 OT-Phasing

We improve the OT-PSI protocol of [PSZ14] by applying the following changes to the protocol:

- Reducing the bit-length of the items using the permutation-based hashing technique described in §4. This improvement reduces the length of the items from $|x|$ bits to $|x| - \beta$ bits, where $\beta$ is the size of the tables, and consequently reduces the number of OTs by a factor of $\beta/|x|$.

- Using OTs on a single mask instead of on $O(\log n)$ masks before. This improvement is detailed in §6.1.

- Improving the utilization of bins by using 3-way Cuckoo hashing (§6.2).
We call the resulting PSI protocol that combines all these optimizations OT-Phasing. We evaluate the performance gain of each optimization individually in Appendix A and micro-benchmark the resulting protocol in Appendix B.

6.1 A Single Mask per Bin

In order to hide information about the number of items that were mapped to a bin, the original OT-PSI protocol of [PSZ14] (cf. 3.5) padded all bins to a maximum size of $max_B = O(\log n)$. The protocol then ran OTs on $max_B$ masks of $\ell$-bit length where the parties had to generate and process all of the $max_B$ masks. We describe here a new construction that enables the parties to compute only a constant number of masks per element, regardless of the number of elements that were mapped to the bin by $P_t$. While this change seems only small, it greatly increases the performance and scalability of the protocol (cf. Appendix A). In particular, this change results in two improvements to the protocol:

- The number of symmetric cryptographic operations to generate the masks is reduced from $O(\log^2 n)$ to $O(\log n)$. Furthermore, note that $P_t$ had to compute the plaintext intersection between his $n_t max_B$ generated masks and the $2n_1$ masks sent by $P_1$. This also greatly improves the memory footprint and plaintext intersection.

- In the previous OT-based protocol, a larger value of the parameter $max_B$ reduced the failure probability of the simple hashing procedure used by $P_t$, but increased the string size in the OTs. In the new protocol the value of $max_B$ does not affect the overhead. Therefore $P_t$ can use arbitrarily large bins and ensure that the mapping that it performs never fails.

Recall that in the OT-based PSI protocol of [PSZ14] (cf. 3.5) the parties had inputs of $t$ characters, where each character was $\mu$ bits long, and we used the notation $N = 2^\mu$. The parties performed OTs on strings of $max_B$ masks per bin. Each mask had length $\ell = \lambda + \log_2(n_1) + \log_2(n_2)$ bits, corresponded to an element that $P_t$ mapped to the bin, and included a 1-out-of-$N$ random-OT for each of the $t$ characters of this element. $P_t$ was the sender, received all the $N$ sender input-strings of each OT, and chose from them the one corresponding to the value of the character in its own element. $P_2$ was the receiver and received the string corresponding to the value of the character in its own element. Then $P_t$ computed the XOR of the $t$ strings corresponding to the $t$ characters of its element and sent this XOR value to $P_2$, which compared it to the XOR of its $t$ outputs from OT.

The protocol can be improved by running the $t$ 1-out-of-$N$ OTs on a single mask per bin. Denote by $u$ the actual number of items mapped by $P_t$ to a bin. The value of $u$ is not revealed to $P_2$ in the new protocol and therefore there is no need to pad the bin with dummy items. Denote the single item that $P_2$ mapped to the bin as $y = y_1, \ldots, y_t$, and the $u$ items that $P_t$ mapped to the bin as $x^1, \ldots, x^u$, where each $x^i$ is defined as $x^i = x_{i1}, \ldots, x_{it}$.

Define the input strings to the $j$-th OT as $(s_{ji}, \ell = 1, \ldots, n)$. The protocol that is executed is a random OT and therefore these strings are chosen by the protocol and not by $P_t$. The parties run a single set of $t$ OTs and $P_2$ learns the $t$ strings $s_{1y1}, \ldots, s_{1y_n}$. It computes their XOR $s_{P_2} = s_{1y1} \oplus \cdots \oplus s_{1y_n}$, and then computes the value $H(s_{P_2})$, where $H(\cdot)$ is a hash function modeled as a random oracle.

$P_1$ learns all the $n_1$ strings generated in the random-OT protocols. For each input element $x^j$ that $P_1$ mapped to the bin, it computes the XOR of the strings corresponding to the characters of the input, namely $S_{P_1} = s_{1x_{1j}} \oplus \cdots \oplus s_{1x_{tj}}$, and then computes the value $H(S_{P_1})$. Note that over all bins, $P_t$ needs to perform this computation only $O(n_1)$ times and compute $O(n_1)$ hash values. $P_1$ then sends all these values to $P_2$ in randomly permuted order. $P_2$ computes the intersection between these values and the $H(S_{P_2})$ values that it computed in the protocol.

Efficiency: $P_2$ computes only a single set of $t$ OTs per bin on one mask, compared to $t$ OTs on $max_B$ masks in the OT-based protocol of [PSZ14]. As for $P_t$’s work, it computes a single set of OTs per bin, and in addition computes a XOR of strings and a hash for each of its $O(n_1)$ input elements. This is a factor of $max_B = O(\log n_1)$ less work as before. Communication is only $O(n\sigma)$ strings, as before.

Security: Assuming that the OT protocols are secure and that the parties are semi-honest, the only information that is received by any party in the protocol is the $H(S_{P_2})$ values that are sent from $P_t$ to $P_2$. For all values in the intersection of the input sets of the two parties, $P_1$ sends to $P_2$ the same hash values as those computed by $P_2$. Consider the set of input elements $X$ that are part of $P_t$’s input and are not in $P_2$’s input, and the set of XOR values corresponding to $X$. There might be linear dependencies between the XOR values of $X$, but it holds with overwhelming probability that all these values are different, and they are also all different from the XOR values computed by $P_2$. Therefore, the result of applying a random hash function $H(\cdot)$ to these values is a set of random elements in the range of the hash function. This property enables to easily provide a simulation based proof of security for the protocol.

6.2 3-Way Cuckoo Hashing

The original OT-based PSI protocol of [PSZ14] uses Cuckoo hashing which employs two hash functions to map elements into bins. It was shown in [PR03] that
if $n$ elements are mapped to $2(1 + \varepsilon)n$ bins, Cuckoo hashing succeeds with high probability for $\varepsilon > 0$. This means that Cuckoo hashing achieves around 50% utilization of the bins. If the number of hash functions $h$ is increased to $h > 2$, a much better utilization of bins can be achieved \cite{DGM+10}. However, using $h$ hash functions in our protocol requires $P_1$ to map each element $h$ times into its bins using simple hashing and requires $P_1$ to send $hn_1$ masks in the intersection step of the protocol (cf. Fig. 1).

We detail in Tab. 1 the utilization and total communication of our PSI protocol for $n_1 = n_2 = 2^{20}$ and $n_2 = 2^8 \ll n_1 = 2^{20}$, for $\sigma = 32$-bit elements with different numbers of hash functions. We observe that there is a tradeoff between the communication for the OTs and the communication for the masks that are sent by $P_1$. Our goal is to minimize the total communication, and this is achieved for $h = 3$ hash functions in the setting of $n_1 = n_2$ and for $h = 2$ in the setting of $n_2 \ll n_1$. For $n_1 = n_2$ using $h = 3$ instead of $h = 2$, as in the original protocol of \cite{PSZ14}, reduces the overall communication by 33%.

<table>
<thead>
<tr>
<th>$h$</th>
<th>Util. [%]</th>
<th>#OTs</th>
<th>#Masks</th>
<th>Comm. [MB]</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>50.0</td>
<td>2.00n_1</td>
<td>2n_1^4</td>
<td>148.0</td>
</tr>
<tr>
<td>3</td>
<td>91.8</td>
<td>1.99n_1</td>
<td>3n_1^4</td>
<td>99.8</td>
</tr>
<tr>
<td>4</td>
<td>97.7</td>
<td>1.02n_1</td>
<td>4n_1^4</td>
<td>103.3</td>
</tr>
<tr>
<td>5</td>
<td>99.2</td>
<td>1.01n_1</td>
<td>5n_1^4</td>
<td>114.6</td>
</tr>
</tbody>
</table>

Table 1: Overall communication for a larger number of hash functions $h$. Communication is given for a) $n_1 = n_2 = 2^{20}$ and b) $n_2 = 2^8 \ll n_1 = 2^{20}$ elements of $\sigma = 32$-bit length. Utilization according to \cite{DGM+10}.

Hashing failures: We observe that with OT-Phasing, there is essentially no bound on the number of items that the server can map to each specific bin, since the client does not observe this value in any way (the message that the client receives only depends on the total number of items that the server has). However, the parameters used in the protocol do need to ensure that the Cuckoo hashing procedure does not fail. The analysis appears in \cite{RS98}.

7 Hashing Failures

The PSI schemes we presented use simple hashing (by $P_1$), and Cuckoo hashing (by $P_2$). In both hashing schemes, the usage of bins (or a stash) of constant size, might result in hashing failures if the number of items mapped to a bin (or the stash) exceeds its capacity.

When hashing fails, the party which performed the hashing has two options: (1) Ignore the item that cannot be mapped by the hashing scheme. This essentially means that this item is removed from the party’s input to the PSI protocol. Consequently, the output of the computation might not be correct (although, if this type of event happens rarely, the effect on correctness is likely to be marginal). (2) Attempt to use a different set of hash functions, and recompute the hash of all items. In this case the other party must be informed that new hash functions are used. This is essentially a privacy leak: for example, the other party can check if the input set $S$ of the first party might be equal to a set $S'$ (if a hashing failure does not occur for $S'$ then clearly $S' \neq S$). The effect of this leak is likely to be weak, too, but it is hard to quantify.

The effect of hashing failures is likely to be marginal, and might be acceptable in many usage settings (for example, when measuring ad conversion rates it typically does not matter if the revenue from a single ad view is ignored). However, it is preferable to set the probability of hashing failures to be negligibly small.

In OT-Phasing, $P_2$ does not learn the number of items that $P_1$ maps to each bin, and therefore $P_1$ can set the size of the bins to be arbitrarily large. However, in that PSI protocol $P_1$ knows the size of the stash that is used in the Cuckoo hashing done by $P_2$. In Circuit-Phasing, each party knows the size of the bins (or stash) that is used by the other party. We are therefore interested in learning the failures probabilities of the following schemes, and bound them to be negligible, i.e., at most $2^{-40}$:

- \textbf{7.1 Simple hashing} in the Circuit-Phasing scheme, where $n$ items are mapped using two independent functions to $2.4n$ bins. This is equivalent to mapping $2n$ items to $2.4n$ bins.

- \textbf{7.2 Cuckoo hashing}, using $2.4n$ bins and either 2-way hashing (for Circuit-Phasing), or 3-way hashing (for OT-Phasing). The failure probability for 3-way hashing is smaller than for 2-way hashing (since there is an additional bin to which each item can be mapped), and therefore we will only examine the failure probability of 2-way Cuckoo hashing.

7.1 Simple Hashing

It was shown in \cite{RS98} that when $n$ balls are mapped at random to $n$ bins then the maximum number of elements in a bin is with high probability $\frac{\ln n}{\ln 1 - o(1)}$. Let us examine in more detail the probability of the following event, “$2n$ balls are mapped at random to $2.4n$ bins, and
the most occupied bin has at least $k$ balls:

$$\Pr(\text{bin with } \geq k \text{ balls}) \leq 2.4n \cdot \Pr(\text{bin \#1 has } \geq k \text{ balls}) \leq 2.4n \cdot \left(\frac{2n}{k}\right) \left(\frac{1}{2.4n}\right)^k \leq \left(\frac{2ne}{k}\right) \left(\frac{1}{2.4n}\right)^{k-1} = n \left(\frac{2e}{k}\right) \left(\frac{1}{2.4}\right)^{k-1}. \quad (5)$$

It is straightforward to see that this probability can be bounded to be at most $2^{-40}$ by setting

$$k \geq \max(6, 2e \log n / \log \log n). \quad (6)$$

We calculated for some values of $n$ the desired bin sizes based on the upper bound of Eq. (6) and the tighter calculation of Eq. (5), and chose the minimal value of $k$ that reduces the failure probability to below $2^{-40}$. The results are in Table 2. It is clear that Eq. (5) results in smaller bins for sufficiently large $n$, and therefore the maximal bin size should be set according to Eq. (5).

<table>
<thead>
<tr>
<th>$n$</th>
<th>$2^0$</th>
<th>$2^1$</th>
<th>$2^2$</th>
<th>$2^3$</th>
<th>$2^4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eq. (5)</td>
<td>18</td>
<td>19</td>
<td>20</td>
<td>21</td>
<td>22</td>
</tr>
<tr>
<td>Eq. (6)</td>
<td>19</td>
<td>22</td>
<td>26</td>
<td>29</td>
<td>32</td>
</tr>
</tbody>
</table>

Table 2: The bin sizes $max_k$ that are required to ensure that no overflow occurs when mapping $2n$ items to 2.4$n$ bins, according to Eq. (5) and Eq. (6).

### 7.2 Cuckoo Hashing

It was shown in [KMW09] that Cuckoo hashing with a stash of size $s$ fails with probability $O(n^{-s})$. The constants in the big “O” notation are unclear, but it is obvious that $O(n^{-s}) \leq n^{-(s-1)}$ for sufficiently large values of $n$.

We would like to find the exact size of the stash that ensures that the failure probability is smaller than $2^{-40}$. We ran $2^{30}$ repetitions of Cuckoo hashing, mapping $n$ items to 2.4$n$ bins, for $n \in \{2^{11},2^{12},2^{13},2^{14}\}$, and recorded the stash size $s$ that was needed for Cuckoo hashing to be successful. Tab. 3 depicts the number of repetitions where we required a stash of size $s$. From the results we can observe that, to achieve $2^{-30}$ failure probability of Cuckoo hashing, we would require a stash of size $s = 6$ for $n = 2^{11}$, $s = 5$ for $n = 2^{12}$, and $s = 4$ for both $n = 2^{13}$ and $n = 2^{14}$ elements.

However, in our experiments we need the stash sizes for larger values of $n \geq 2^{14}$ to achieve a Cuckoo hashing failure probability of $2^{-40}$. To obtain the failure probabilities for larger values of $n$, we extrapolate the results from Tab. 3 using linear regression and illustrate the results in Fig. 2. We observe that the stash size for achieving a failure probability of $2^{-40}$ is drastically reduced for higher values of $n$: for $n = 2^{16}$ we need a stash of size $s = 4$, for $n = 2^{20}$ we need $s = 3$, and for $n = 2^{24}$ we need $s = 2$. This observation is in line with the asymptotic failure probability of $O(n^{-s})$.

Finally, we extrapolate the required stash sizes $s$ to achieve a failure probability of $2^{-40}$ for smaller values of $n \in \{2^{8},2^{12}\}$ and give the results together with the stash sizes for $n \in \{2^{16},2^{20},2^{24}\}$ in Tab. 3.

<table>
<thead>
<tr>
<th>number of elements $n$</th>
<th>$2^8$</th>
<th>$2^{12}$</th>
<th>$2^{16}$</th>
<th>$2^{20}$</th>
<th>$2^{24}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>stash size $s$</td>
<td>12</td>
<td>6</td>
<td>4</td>
<td>3</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 4: Required stash sizes $s$ to achieve $2^{-40}$ error probability when mapping $n$ elements into 2.4$n$ bins.
8 Evaluation

We report on our empirical performance evaluation of Circuit-Phasing \cite{PSZ14} and OT-Phasing \cite{ZRE15} next. We evaluate their performance separately \cite{8.1 and 8.2}, since special purpose protocols for set intersection were shown to greatly outperform circuit-based solutions in \cite{PSZ14}. (The latter are nevertheless of independent interest because their functionality can be easily modified.)

Benchmarking Environment We consider two benchmark settings: a LAN setting and a WAN setting. The LAN setting consists of two desktop PCs (Intel Haswell i7-4770K with 3.5 GHz and 16GB RAM) connected by Gigabit LAN. The WAN setting consists of two Amazon EC2 m3.medium instances (Intel Xeon E5-2670 CPU with 2.6 GHz and 3.75 GB RAM) located in the US east coast (North Virginia) and Europe (Frankfurt) with an average bandwidth of 50 MB/s and average latency (round-trip time) of 96 ms.

We perform all experiments for a symmetric security parameter $\kappa = 128$-bit and statistical security parameter $\lambda = 40$ (cf. \S2.1), using a single thread (except for GMW, where we use two threads to compute OT extension), and average the results over 10 executions. In our experiments, we frequently encountered outliers in the WAN setting with more than twice of the average run-time, for which we repeated the execution. The resulting variance decreased with increasing input set size; it was between 0.5% – 8.0% in the LAN setting and between 4% – 16% in the WAN setting. Note that all machines that we perform our experiments on are equipped with the AES-NI extensions which allows for very fast AES evaluation.

Implementation Details We instantiate the random oracle, the function for hashing into smaller domains, and the correlation-robust function in OT extension with SHA256. We instantiate the pseudo-random generator using AES-CTR and the pseudo-random permutation in the server-aided protocol of \cite{KMRS14} using AES. To compute the $\binom{n}{\mu}$-OT$\ell_0$ functionality, we use the random 1-out-of-N OT extension from \cite{KK13} and set $\mu = 8$, i.e., use $N = 256$, since this was shown to result in minimal overhead in \cite{PSZ14}. We measure the times for the function evaluation including the cost for precomputing the OT extension protocol and build on the OT extension implementation of \cite{ALSZ13}. Our OT-Phasing implementation is available online at \url{https://github.com/encryptogroup/PSI} and our Circuit-Phasing implementation is available as part of the ABY framework \cite{ABY} at \url{https://github.com/encryptogroup/ABY}.

For simple hashing we use the maximum bin sizes that were computed using Equation 5 in \S7.1 (cf. Tab. 2). For Cuckoo hashing, we set $\varepsilon = 0.2$ and map $n$ elements to $2(1 + \varepsilon)n$ bins for 2-way Cuckoo hashing and to $(1 + \varepsilon)n$ bins for 3-way Cuckoo hashing with a stash size according to Tab. 4. The only exception for the stash size are the experiments with different set sizes in \S8.2 where we use no stash for our OT-Phasing protocol.

For OT-based PSI \cite{PSZ14} and OT-Phasing, where the performance depends on the bit-length of elements, we hash the $\sigma$-bit input elements into a $\ell = \lambda + \log_2(n_1) + \log_2(n_2)$-bit representation using SHA256 if $\sigma > \ell$. This decrease the performance impact of the bit-length.

We use Yao’s garbled circuits implementation with most recent optimizations, including the recent half-gate optimization \cite{ZRE15} (cf. \S2.6 for details).

We emphasize that all implementations are done in the same programming language (C++), use the same underlying libraries for evaluating cryptographic operations (OpenSSL for symmetric cryptography and Miracl for elliptic curve cryptography), perform the plaintext-intersection of elements using a standard hash map, are all executed using a single thread (except for the GMW implementation which uses two threads), and run in the same benchmarking environment.

8.1 Generic Secure Computation-based PSI Protocols

For the generic secure computation-based PSI protocols, we perform the evaluation on a number of elements varying from $2^8$ to $2^{20}$ and a fixed bit-length of $\sigma = 32$-bit. For $n = 2^{20}$ all implementations, except Circuit-Phasing with GMW, exceeded the available memory, which is due to the large number of AND gates in the SCS circuit (estimated 2 billion AND gates) and the requirement to represent bits as keys for Circuit-Phasing with Yao, where storing only the input wire labels to the circuit requires 1 GB. A more careful implementation, however, could allow the evaluation of these circuits. We compare the sort-compare-shuffle (SCS) circuit of \cite{HEK12} and its depth-optimized version of \cite{PSZ14}, with Circuit-Phasing \cite{PSZ14}, by evaluating both constructions using Yao’s garbled circuits protocol \cite{Yao86} and the GMW protocol \cite{GMW87} in the LAN and WAN setting. We use the size-optimized version of the SCS circuit in Yao’s garbled circuit and the depth-optimized version of the circuit in the GMW protocol (cf. \S3.4). For the evaluation in Circuit-Phasing, we set the maximum bin size in simple hashing according to Equation 5 (cf. Tab. 2) set $\varepsilon = 0.2$, set the stash size according to Tab. 4 and assume $n = n_1 = n_2$. The run-time of Circuit-Phasing would increase linear in the bin size $max_s$, while the stash size $s$ would have a smaller impact on the total run-time as the concrete factors are smaller.
Table 5: Run-time in ms for generic secure PSI protocols in the LAN and WAN setting on $\sigma = 32$-bit elements.

<table>
<thead>
<tr>
<th>Protocol</th>
<th>Number of AND gates</th>
<th>LAN</th>
<th>WAN</th>
<th>Asymptotic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yao’s garbled circuits</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SCS [HEK12]</td>
<td>259,120</td>
<td>5,238,784</td>
<td>2,000,000,000</td>
<td>$\sigma(\log_2(\sigma)+4n)$</td>
</tr>
<tr>
<td>Circuit-Phasing</td>
<td>297,852</td>
<td>4,964,540</td>
<td>600,833,968</td>
<td>$(\sigma-\log_2(\sigma)-2)\log_2(1+\varepsilon)</td>
</tr>
<tr>
<td>Goldreich-Micali-Wigderson [GMW87]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SCS [HEK12]</td>
<td>626</td>
<td>38,728</td>
<td>21,030</td>
<td></td>
</tr>
<tr>
<td>Circuit-Phasing</td>
<td>280</td>
<td>14,149</td>
<td>2878</td>
<td></td>
</tr>
</tbody>
</table>

Table 6: Number of AND gates, concrete communication in MB, round complexity, and failure probability for generic secure PSI protocols on $\sigma = 32$-bit elements. Numbers with * are estimated.

<table>
<thead>
<tr>
<th>Protocol</th>
<th>$n = 2^8$</th>
<th>$n = 2^{12}$</th>
<th>$n = 2^{20}$</th>
<th>$n = 2^{30}$</th>
<th>$n = 2^{40}$</th>
<th>$n = 2^{50}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yao’s garbled circuits</td>
<td>307</td>
<td>1,550</td>
<td>5,638</td>
<td>2,878</td>
<td>20,184</td>
<td>301,512</td>
</tr>
<tr>
<td>SCS [HEK12]</td>
<td>376</td>
<td>3,154</td>
<td>39,785</td>
<td>3,004</td>
<td>17,133</td>
<td>178,865</td>
</tr>
<tr>
<td>Circuit-Phasing</td>
<td>626</td>
<td>2,175</td>
<td>38,728</td>
<td>11,870</td>
<td>21,030</td>
<td>218,378</td>
</tr>
<tr>
<td>Goldreich-Micali-Wigderson [GMW87]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SCS [HEK12]</td>
<td>280</td>
<td>1,290</td>
<td>14,149</td>
<td>2,881</td>
<td>8,681</td>
<td>81,534</td>
</tr>
<tr>
<td>Circuit-Phasing</td>
<td>157</td>
<td>517</td>
<td>517</td>
<td>517</td>
<td>517</td>
<td>517</td>
</tr>
</tbody>
</table>

Run-Time (Tab. 5) Our main observation is that Circuit-Phasing outperforms the SCS circuit of [HEK12] for all parameters except Yao’s garbled circuits with small set sizes $n = 2^8$. In this case, the high stash size of $s = 12$ greatly impacts the run-time of Circuit-Phasing. When evaluated using Yao’s garbled circuits, Circuit-Phasing outperforms the SCS circuit by a factor of 1-2, and when evaluated using GMW it outperforms SCS by a factor of 2-5. Furthermore, the run-time for Circuit-Phasing grows slower with $n$ than for the SCS circuit for all settings except for GMW in the WAN setting. There, the run-time of the SCS circuit grows slower than that of Circuit-Phasing. This can be explained by the high number of communication rounds of the SCS based protocol, which are slowly being amortized with increasing values of $n$. The slower increase of the run-time of Circuit-Phasing with increasing $n$ is due to the smaller increase of the bin size $max_x \in O(\frac{\text{ln}n}{\text{min}_x})$ vs. $O(\log n)$ for the SCS circuit, and the use of permutation-based hashing, which reduces the bit-length of the inputs to the circuit. Note that our Yao’s garbled circuits implementation suffers from similar performance drawbacks in the WAN setting as our GMW implementation, although being a constant round protocol. This can be explained by the pipelining optimization we implement, where the parties pipeline the garbled circuits generation and evaluation. The performance drawback could be reduced by using an implementation that uses independent threads for sending / receiving.

Communication (Tab. 6) Analogously to the run-time results, Circuit-Phasing improves the communication of the SCS circuit by factor of 1-4 and grows slower with increasing values of $n$. The improvement of the round complexity, which is mostly important for GMW, is even more drastic. Here, Circuit-Phasing outperforms the SCS circuit by a factor of 16-38. Note that the round complexity of Circuit-Phasing only depends on the bit-length of items and is independent of the number of elements.

8.2 Special Purpose PSI Protocols

For the special purpose PSI protocols we perform the experimental evaluation for equally sized sets $n_1 = n_2$ (§8.2.1) and differently sized sets $n_2 \ll n_1$ (§8.2.2), for set sizes ranging from $2^8$ to $2^{24}$ in the LAN setting and from $2^8$ to $2^{20}$ in the WAN setting.

We compare OT-Phasing (§6) to the original OT-based PSI protocol of [PSZ14], the naive hashing solution (§3.1), the semi-honest server-aided protocol of [KMRS14] (§3.2), and the Diffie-Hellman (DH)-based protocol of [Mea86] (§3.3) using elliptic curves. Note that the naive hashing protocol and the server-aided protocol of [KMRS14] have different security assumptions and cannot directly be compared to the remaining protocols. We nevertheless included them in our comparison to serve as a base-line on the efficiency of PSI. For the protocol of [KMRS14], we run the server routine that computes the intersection between the sets on the machine located at the US east coast (North Virginia) and the server and client routine on the machine in Europe (Frankfurt). For the original OT-based PSI and OT-Phasing, we give the run-time and communication for three bit-lengths: short $\sigma = 32$ (e.g., for IPv4 addresses), medium $\sigma = 64$ (e.g., for credit card numbers), and long $\sigma = 128$ (for set intersection between arbitrary inputs).
Table 7: Run-time in ms for protocols with $n = n_1 = n_2$ elements. (Protocols with (+) are in a different security model.)

<table>
<thead>
<tr>
<th>Protocol</th>
<th>Asymptotic [bit]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naive Hashing (+)</td>
<td>$n_1\ell$</td>
</tr>
<tr>
<td>Server-Aided (+)</td>
<td>$0.6\kappa + \sigma + 6n_1\ell$</td>
</tr>
<tr>
<td>DH-based ECC (+)</td>
<td>$0.6\kappa + \sigma + (3 + \kappa)n_1\ell$</td>
</tr>
</tbody>
</table>

Table 8: Communication in MB for PSI protocols with $n = n_1 = n_2$ elements. $\ell = \lambda + \log_2(n_1) + \log_2(n_2)$. Assuming intersection of size $1/2 \cdot n$ for TTP-based protocol. (Protocols with (+) are in a different security model.)

<table>
<thead>
<tr>
<th>Protocol</th>
<th>LAN</th>
<th>WAN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naive Hashing (+)</td>
<td>0.14</td>
<td>0.07</td>
</tr>
<tr>
<td>Server-Aided (+)</td>
<td>0.14</td>
<td>0.07</td>
</tr>
<tr>
<td>DH-based ECC (+)</td>
<td>0.14</td>
<td>0.07</td>
</tr>
</tbody>
</table>

8.2.1 Experiments with Equal Input Sizes

In the experiments for input sets of equal size $n = n_1 = n_2$ we set $n \in \{2^8, 2^{12}, 2^{16}, 2^{20}, 2^{24}\}$ in the LAN setting and $n \in \{2^8, 2^{12}, 2^{16}, 2^{20}\}$ in the WAN setting. Note that for larger bit-lengths $\sigma \geq 64$ and for $n = 2^{24}$ elements, the memory needed for the OT-based PSI protocol of [PSZ14] exceeded the available memory.

Run-Time (Table 7) As expected, the lowest run-time for the equal set-size experiments is achieved by the (insecure) naive hashing protocol followed by the server-aided protocol of [KMRS14], which has around twice the run-time. In the LAN setting, however, for short bit-length $\sigma = 32$, our OT-Phasing protocol nearly achieves the same run-time as both of these solutions (which are in a different security model). In particular, when computing the intersection for $n = 2^{24}$ elements, our OT-Phasing protocol requires only 3.5 more time than the naive hashing protocol and 2.5 more time than the server-aided protocol. In comparison, for the same parameters, the original OT-based PSI protocol of [PSZ14] has a 68 times higher run-time than the naive hashing protocol, and the DH-based ECC protocol of [Mea86] has a four orders of magnitude higher run-time compared to naive hashing.

While the run-time of our OT-Phasing protocol increases with the bit-length of elements, for $\sigma = 128$-bit its run-time is only 15 times higher than the naive hashing protocol, and is still nearly two orders of magnitude better than the DH-based ECC protocol.

Overall, in the LAN setting and for larger sets (e.g., $n = 2^{24}$), the run-time of OT-Phasing is $20x$ better than that of the original OT-based PSI protocol of [PSZ14], and $60-278x$ better than that of the DH-ECC protocol of [Mea86].

When switching to the WAN setting, the run-times of the protocols are all increased by a factor of 2-6. Note that the faster protocols suffer from a greater performance loss (factors of 5 and 6 for $2^{20}$ elements, for the
naive hashing protocol and server-aided protocol) than the slower protocols (factor 3 for the DH-based and our OT-Phasing protocol and 2.5 for the OT-based PSI protocol of [PSZ14]). This difference can be explained by the greater impact of the high latency of 97 ms on the runtime of the protocols. The relative performance among the protocols remains similar to the LAN setting.

Communication (Tab. 3) The amount of communication performed during protocol execution is often more limiting than the required computation power, since the latter can be scaled up more easily by using more machines. The naive hashing approach has the lowest communication among all protocols, followed by the server-aided solution of [KMRS14]. Among the secure two-party PSI protocols, the DH-based ECC protocol of [Mea86] has the lowest communication. In the setting for \( n = 2^{128} \) elements of short bit-length \( \sigma = 32 \) bit, our OT-Phasing protocol nearly achieves the same complexity as the DH-based ECC protocol, which is due to the use of permutation-based hashing. This is quite surprising, as protocols that use public-key cryptography, in particular elliptic curves, were believed to have much lower communication complexity than protocols based on other cryptographic techniques.

In comparison to the original OT-based PSI protocol of [PSZ14], OT-Phasing reduces the communication for all combinations of elements and bit-lengths by factor 2.5 - 4. We can also observe that OT-Phasing reduces the impact when performing PSI on elements of longer bit-length. In fact, it even has a lower communication for \( \sigma = 128 \) than the original OT-based PSI protocol has for \( \sigma = 32 \).

8.2.2 Experiments with Different Input Sizes

For examining the setting where the two parties have different input sizes, we set \( n_1 \in \{2^{16}, 2^{20}, 2^{24}\} \) and \( n_2 \in \{2^8, 2^{12}\} \) and run the protocols on all combinations such that \( n_2 \ll n_1 \). Note that we excluded the original OT-based PSI protocol of [PSZ14] from the comparison, since the bin size \( \max_{\beta} \) becomes large when \( \beta \ll n \) and the memory requirement when padding all bins to \( \max_{\beta} \) elements quickly exceeded the available memory.

In this setting, unlike the equal input sizes experiments in 8.2.1, we use \( h = 2 \) hash functions instead of \( h = 3 \), since this results in less total computation and communication (cf. 6.2). Since we use \( h = 2 \) hash functions, we also increase the number of bins from 1.2n2 to 2.4n2. Furthermore, we do not use a stash for our OT-Phasing protocol with different input sizes, since the stash would greatly increase the overall communication. However, not using a stash reveals some information on \( P_2 \)'s set (cf. 7).

Run-Time (Tab. 9) Similar to the results for equal set sizes, the naive hashing protocol is the fastest protocol for all parameters. The server-aided protocol of [KMRS14] is the second fastest protocol but it scales better than the naive hashing protocol for increasing number of elements. The best scaling protocol is our OT-Phasing protocol. It achieves the same performance as the server-aided protocol for \( n_2 = 2^8, n_1 = 2^{24} \) with short bit-length \( \sigma = 32 \). For \( n_1 = 2^{24} \) its run-time is at most twice that of the server-aided protocol in both network settings.

When switching to the WAN setting, the run-times of all protocols are increased by a factor 4-6 while the relative performance between the protocols remains similar, analogously to the equal set size experiments.

Communication (Tab. 10) As expected, the naive hashing solution again has the lowest communication overhead. Surprisingly, our OT-Phasing protocol achieves nearly the same communication as the server-aided protocol of [KMRS14] and has only two times the communication of the naive hashing protocol for all bit-lengths. Furthermore, our OT-Phasing protocol requires a factor of 2-3 less communication than the DH-based ECC protocol of [Mea86] for nearly all parameters. The low communication of our OT-Phasing protocol for unequal set sizes is due to the low number of OTs performed.
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<table>
<thead>
<tr>
<th>Setting</th>
<th>LAN</th>
<th>WAN</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(n_2 = 2^x)</td>
<td>(n_1 = 2^y)</td>
</tr>
<tr>
<td>Naive Hashing</td>
<td>33</td>
<td>464</td>
</tr>
<tr>
<td>Server-Aided</td>
<td>74</td>
<td>680</td>
</tr>
<tr>
<td>DH-based ECC</td>
<td>28,387</td>
<td>421,115</td>
</tr>
<tr>
<td>OT-Phasing [BHR13]</td>
<td>(\sigma = 32)</td>
<td>360</td>
</tr>
<tr>
<td>OT-Phasing [BHR13]</td>
<td>(\sigma = 64)</td>
<td>355</td>
</tr>
<tr>
<td>OT-Phasing [BHR13]</td>
<td>(\sigma = 128)</td>
<td>571</td>
</tr>
</tbody>
</table>

Table 9: Run-time in ms for PSI protocols with \(n_2 \ll n_1\) elements. (Protocols with \(^*\) are in a different security model.)

<table>
<thead>
<tr>
<th>Protocol</th>
<th>(n_2 = 2^x)</th>
<th>(n_1 = 2^y)</th>
<th>(n_1 = 2^z)</th>
<th>(n_2 = 2^x)</th>
<th>(n_1 = 2^y)</th>
<th>(n_1 = 2^z)</th>
<th>Asymptotic [bit]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naive Hashing</td>
<td>(0.5)</td>
<td>8.5</td>
<td>144.0</td>
<td>0.5</td>
<td>9.0</td>
<td>152.0</td>
<td>(n_1 \ell)</td>
</tr>
<tr>
<td>Server-Aided</td>
<td>1.0</td>
<td>16.0</td>
<td>256.0</td>
<td>1.1</td>
<td>16.1</td>
<td>256.1</td>
<td>((n_1 + n_2) \phi + n_1 \ell)</td>
</tr>
<tr>
<td>DH-based ECC</td>
<td>2.5</td>
<td>40.5</td>
<td>656.0</td>
<td>2.7</td>
<td>41.1</td>
<td>664.1</td>
<td>((n_1 + n_2) \phi + n_1 \ell)</td>
</tr>
</tbody>
</table>

Table 10: Communication in MB for special purpose PSI protocols with \(n_2 \ll n_1\) elements. \(\ell = \lambda + \log_2(n_1) + \log_2(n_2)\). Assuming intersection of size \(1/2 \cdot n_2\) for the TTP-based protocol. (Protocols with \(^*\) are in a different security model.)


A Iterative Performance Improvements

In the following, we evaluate the iterative performance improvements starting from the original OT-based PSI protocol of \cite{PSZ14} for each of our optimizations: the single mask per bin (cf. \S6.1), permutation-based hashing (cf. \S6.2), and 3-way Cuckoo hashing (cf. \S6.2). We evaluate the run-time in the WAN setting and communication of our improvements for $n = n_1 = n_2 = 2^{20}$ elements and give the results in Tab. 11. Note that the runtime and communication for each optimization always include the previously listed optimizations.

Run-Time Overall, our optimizations reduce the runtime of the original OT-based PSI protocol of \cite{PSZ14} by approximately factor 10. The biggest run-time improvement is due to the single mask per bin optimization, which reduces the number of hash function evaluations in the OT extension protocol $P_2$ from $O(\ln n)$ to 1 (cf. \S6.1). The permutation-based mapping reduces the run-time by a factor of 1.1-2, depending on the bit-length of elements. This can be explained by the reduction in OTs per bin by permutation-based mapping allows: for $n = 2^{20}$ elements, it reduces the number of OTs by $\left\lfloor \frac{\log_2(n)}{8} \right\rfloor = 2$. For $\sigma = 32$-bit, this corresponds to a reduction from 4 to 2 OTs per bin, for $\sigma = 64$-bit a reduction from 6 to 4 OTs, and for $\sigma = 128$-bit a reduction from 10 to 8 OTs. Finally, the 3-way Cuckoo hashing optimization (cf. \S6.2) reduces the run-time again by factor 1.2-1.3, which is due to the reduction in bins.

Communication In terms of communication, our improvements overall allow a reduction from factor 2.5-3.4, depending on the bit-length of elements. The short OT string optimization yields a constant reduction by 40 MB, which is due to the absence of the stash in Cuckoo hashing. The permutation-based mapping reduces the communication by a factor 1.2-1.9, again due to the reduction in number of OTs per bin. Finally, the 3-way Cuckoo hashing optimization yields an improvement from 1.6-1.9, since it reduces the number of bins and hence the number of OTs that need to be performed.

B Micro-Benchmarks

To foster future work on private set intersection, we micro-benchmark our OT-Phasing protocol in the LAN setting for $n = n_1 = n_2$ elements. We divide our protocol into six different phases for which we give the individual run-time for $P_1$ and $P_2$: 1) constructing the hash table (simple hashing for $P_1$ and Cuckoo hashing for $P_2$), 2) the base-OTs, 3) OT-extension, 4) the evaluation of the
Table 11: Run-time (WAN setting) and communication of our OT-Phasing improvements for $n = n_2 = n_1 = 2^{20}$ elements.

<table>
<thead>
<tr>
<th>Optimization</th>
<th>Run-time [ms]</th>
<th>Communication [MB]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Original</td>
<td>Short OT strings</td>
</tr>
<tr>
<td>OT-Phasing $\sigma = 32$</td>
<td>157,332</td>
<td>33,741</td>
</tr>
<tr>
<td>OT-Phasing $\sigma = 64$</td>
<td>315,115</td>
<td>53,409</td>
</tr>
<tr>
<td>OT-Phasing $\sigma = 128$</td>
<td>392,265</td>
<td>66,103</td>
</tr>
</tbody>
</table>

Table 12: Run-time in ms for all phases of our OT-Phasing protocol in the LAN setting with $n_2 = n_1 = 2^{24}$ elements.

<table>
<thead>
<tr>
<th>Phase</th>
<th>Hashing</th>
<th>Base-OTs</th>
<th>OT-Extension</th>
<th>CRF</th>
<th>Communication</th>
<th>Intersect</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_1$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OT Phasing $\sigma = 32$</td>
<td>8,231</td>
<td>105</td>
<td>23,383</td>
<td>1,757</td>
<td>4,703</td>
<td>-</td>
<td>38,374</td>
</tr>
<tr>
<td>OT Phasing $\sigma = 64$</td>
<td>12,753</td>
<td>105</td>
<td>114,322</td>
<td>1,760</td>
<td>4,703</td>
<td>-</td>
<td>133,674</td>
</tr>
<tr>
<td>OT Phasing $\sigma = 128$</td>
<td>13,854</td>
<td>105</td>
<td>231,013</td>
<td>1,766</td>
<td>4,704</td>
<td>-</td>
<td>255,912</td>
</tr>
<tr>
<td>$P_2$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OT Phasing $\sigma = 32$</td>
<td>5,580</td>
<td>123</td>
<td>23,133</td>
<td>585</td>
<td>4,762</td>
<td>7,886</td>
<td>46,645</td>
</tr>
<tr>
<td>OT Phasing $\sigma = 64$</td>
<td>6,624</td>
<td>123</td>
<td>114,127</td>
<td>585</td>
<td>4,765</td>
<td>7,834</td>
<td>141,930</td>
</tr>
<tr>
<td>OT Phasing $\sigma = 128$</td>
<td>7,254</td>
<td>123</td>
<td>230,803</td>
<td>588</td>
<td>4,763</td>
<td>7,804</td>
<td>264,143</td>
</tr>
</tbody>
</table>

correlation-robust function (CRF), 5) transferring the resulting masks from $P_1$ to $P_2$, and 6) finding the plaintext intersection of the random masks (only done by $P_2$). We give the result of this micro-benchmark in Tab. 12.

Our first observation is that both parties have a similar run-time for all individual steps, except for the hashing and CRF evaluation steps, where $P_1$ has a 2- and 3-times higher run-time than $P_2$, respectively. The higher run-time of $P_1$ can be explained by $P_1$ having to process each element once per hash function. The highest time-consumption in our OT-Phasing is due to the OT-extension step, which is responsible for 60 – 90% of the total run-time, depending on the bit-lengths of the elements. The simple hashing step, which is performed by $P_1$, is the second most time-consuming step for both parties. Somewhat surprising is that the plaintext intersection step, which is carried out by $P_2$ to identify the common masks, requires more time than the Cuckoo hashing of $P_2$. The correlation-robust function evaluation and transfer of random masks are independent of the bit-length of the elements. Finally, the base-OTs present a constant-time overhead, which is independent of the number of elements.