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Abstract—Performance monitors are provided in modern day cache memories are shown to increase leakage in cachegtimin
computers for observing various features of the underlyingnicro-  attacks [2].Cache-timing attacks monitor the time taken to

arch!tectures. However the combination of underlying micio- perform the entire encryption, and relies on statisticahnse
architectural features and performance counters lead to sle- .
to determine the secret key.

channels which can be exploited for attacking cipher imple- ] : h ) )
mentations. In this paper, to the best of our knowledge we In the pioneering work in [10] it was first shown that
study for the first time, the combination of branch-predictor the time to process different inputs can be used as a side
algorithms and performance counters to demonstrate a fault channel information to find the exponent bits of the secret
attack on the popular square-and-multiply based exponenétion ey for RSA, Diffie- Hellman, DSS etc. In [1] the penalty for
algorithm, used in RSA. The attacks exploiting branching eent . dict d,b hes i ' b f clock les is ob d
like branch taken can be foiled by Montgomery Ladder based m'SPre Icte ran(_: es _'n number ot clock cycles Is .0 serve
implementation of the exponentiation algorithm, while atlacks s side channel to identify the data dependent operatiathe of
based on branch miss are more devastating. We demonstrate public key cryptosystem. On a standard RSA implementation,
the power of the attack exploiting branch misses from per- four different types of attacks were performed exploiting t
formance monitors by formalizing a fault attack model, where Branch Prediction Unit (BPU) by using both synchronous and

the adversary is capable of performing a bit flip at a desired . - LS .
bit position of the secret exponent. The paper characterize asynchronous techniques. Using timing as the side channel

the branch predictors using the popular two-bit predictor and in [1], the misprediction information is modeled to idewtif
formulates the dependence on the number of branch misses onthe secret key. while in the synchronous and asynchronous
the fault induced. This characterization is exploited to deelop attacks the Branch Target Buffer (BTB) is modified by the
an iterative attack algorithm where knowledge of the previaisly attacker to surface the attack.

determined key-bits and the difference of branch misses (agath- Hard f t HPC t of ial
ered from the performance counters) are utilized to determne ardware performance counters ( s) are a set of special-

the next bit. The attack has been validated on several standd PUrpose registers to store the counts of hardware-related
Intel platforms, and puts to threat several implementatiors of activities within the microprocessor. These counters &iont
exponentiation algorithms ranging from standard square-ad- rich source of information of the internal activities of the
multiply, Montgomery Ladder to RSA-CRT and which are often 55065501 and hence can find usage for both attacks and their
used as side-channel counter measures. The attacks show tha . .
using the fault attack targeting branch predictors one can #@ack Countermeasu_res. In [13], these HPCs are exploited as side
implementations of exponentiation: both square and multigy, Cchannels for time based cache attacks. The paper shows that
and Montgomery ladder, which forms the central algorithm for ~amount of samples required for the attack have a great impact
several standard public key ciphers. on the different cache eviction strategies. On the othedhan

Keywords-Fault attacks, branch misses, performance counters, in [5] data from performance counters are used to develop
Branch Prediction Unit, Square and Multiply Algorithm, Mon t- a malware detector in hardware using machine learning tech-
gomery Ladder Algorithm, RSA-CRT. niques. While in [14], a new Virtual Machine Monitor (VMM)
named NumChecker is proposed, which exploits HPCs to
detect kernel root-kits in a guest Virtual Machine.

In this paper we evaluate the security of cryptographic

Micro-architectural features leave footprints in the @S80r operations due to the branch events suctbrsich misses
which is often captured by side channels. Side-channeliettaghserved from the performance counters. The branch infor-
have emerged as a powerful threat to modern cryptograpiigtion is obtained usingerf profiling tool for the modular
systems. These attacks allow malicious users to gain at®esgxponentiation operation performed using both square and
sensitive data by monitoringower consumption, timing, or - myltiply and Montgomery ladder algorithmBerf is statistical
electro-magnetic radiation of the microprocessor. In modernmonitoring tool capable of profiling various events such as
microprocessors there are several new sources of side ch@anch prediction, branch misses, instruction and dataecac
nels. The performance improvement measures which are beig and misses, cpu cycles etc.
introduced in recent microprocessors do leak a significantThe motivation of this paper is to identify the threats behin
amount of information. For example hardware prefetchers fghe benign information getting revealed while profiling the

_ _ performance counters. Performance counters can be used to
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{sarani.bhattacharya,debdé@cse.iitkgp.ernet.in predictors present in the architecture. We show that if the
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attacker is able to model the underlying predictor, one cafgorithms like RSA and ECC use modular exponentiation
exploit it to determine the secret keys. In this work, we hawturing encryption or decryption. The commonly used expo-
studied the behavior of the dynamic 2-bit branch predictaientiation algorithms to implement encryption and dedoypt
as appears in [7] and assumed that the branch mispredictifmrsthe public key cryptographic algorithms is the square
of a system can be modeled using this 2-bit predictor. Froamd multiply algorithm. The square and multiply algorithm
the 2-bit predictor, we can observe the mispredictions forisdescribed in Algorithm 1. The algorithm performs squarin
secret key, but this single piece of information is not efougt each step, while multiplication operation is performeto
to identify the individual key bits for a secret key. if the exponent bits are set.

In order to have a unique classification of the key-space,
we introduce one bit fault at the target bit position of secreAlgorithm 1: Square and Multiply Algorithm
exponent and observe the mispredictions for this faulty key ooy 5=~ 70 5. .70 n
using the 2-bit predictor algorithm. This time on the badis 0 Output: s = y*(mod n)
two observations of the branch misses for the secret key andegin

. . . . Lets =1
its faulty counterpart, we provide a detailed analysis hbev t for i — w — 1 down to 0 do
difference of branch misses can be characterized andfagssi Let s = s> mod n.
to identify the subsequent key sequence patterns. On tlie bas if (z; = 1) then

. . . . | Lets= (s*y) mod n.
of this classification of difference of branch misses from 2- end
bit predictor, we devise an iterative algorithm which idées end

the correct exponent key subsequently one bit after anotherg,q R€U™M*:

Finally, we perform the proposed classification by stataly
analyzing the branch-misses from the hardware performance ) ] ) ]

counters and successfully modeled a distinguisher which jsBut this algorithm performs unbalanced instruction execu-
capable of revealing secret exponent bits. This one bit faflPn because multiplication statements are conditionethen
attack model demonstrates that by using branch mispredictEXPonent bit. Common side channels such as power, timing
information, and with an assumption of underlying dynami@® capable of identifying this conditional executionsngie
2-bit predictor, we can correctly identify the secret kegshi POWer attacks (SPA) and timing attacks exploit this condii

The results demonstrate theoretically, along with valet nStruction execution retrieving the secret exponent.

on several Intel platforms, that by using the information This paper evaluates the security of implementations of
of difference of branch misses from hardware performanE%S'A"l'k‘,a ciphers on standard processors. This paper cersid
counters we are able to retrieve the secret bits uniqueiysTH"‘ combination of fault attacks and uses the side channels of
this paper shows that the performance counter values whigignch misses leaked from the Performance counters. The
are easily accessible to the users at the user privilege eanPf2nch misses are caused due to branch predictors present

a potent threat. in the modern machines. One of the very popular branch
The organization of the paper is as follows:- The followin

@redictor algorithm is explained in the next subsection.
Section 1l provides preliminaries on modular exponertiati

algorithms, 2-bit predictor algorithm, fault attack anceith B. 2-bit Branch Predictor

countermeasures. In Section Il we demonstrate the vulner-This is one of the various predictor algorithms that is most
ability due to the event “branch-misses” as side channels aoftenly used in practice. The 2-bit dynamic branch predicto
the adversary fault model. The attack algorithm is desdribstate machine is a deterministic algorithm which predietstn

in Section IV with the detailed analysis on the retrieval dfranch to be taken or not taken depending on the history of
secret key bits and the reduction in key space. Classifitatithe branches being taken. Based on the history, if the event
of the data from hardware performance counters is detailedpredicted by the predictor is not same as the event actually
Section V. Section VII provides the experimental validaio occurring, then it results inlaranch miss. In a 2-bit prediction

for the attack strategy and the final section contains ceimu scheme the predictor must miss twice before the predicted

of the work we present here. output changes. The state machine of the dynamic pred&tor i
shown in Figure 1. The state machine has four states, thesstat
II. PRELIMINARIES either predict the branches to taken or not taken depending

In this section we provide a brief introduction to the modul®" thehistory of taken branches The 2-bit dynamic branch

exponentiation algorithms and 2-bit dynamic branch predic Eredictor as din Fidqure 1 hgs four stat6h§, 51,55, 53, each
algorithm, timing attacks exploiting branch predictioauk aving a pre icted output. On a input, the state trans!tmfas .
attacks on RSA-CRT and their countermeasures. denoted with the arrows, and the labels denote the input bit.

The predicted output corresponding to each state is noted in
o the diagram as stat#), S, predictsO and stateSs, S; predicts
A. Modular Exponentiation 1.

In public key cryptography, messages(that are encrypted The branch mispredictions due to the underlying predictor
with the public keye perform modular exponentiation asalgorithm can be observed by using timing as side channel.
¢ = m®(modn) and can only be decrypted as = c?(modn) The attacks exploiting this side channel leakages are iqula
using the private keyl in reasonable time. The public keyin the next subsection.



e S, = m¥ modp, S, = mi mod qandS =
CRT(Sp, Sq)

« A fault is introduced while computing,, or S, but not
both.

« If S, is the faulty exponentiation,
S = CRT(S),S;) = Sg + q-((Sp—S¢)-a~" mod p).

« Thus if we take the difference of the correct and the faulty
computation, we ge§ — S = ¢- ((S, — S,) - ¢~ mod p)

« Secret primg; = GCD(S — S, N) is thus revealed.

The countermeasures for timing and the fault attacks are

provided in the next subsection.

Fig. 1. Dynamic 2-bit Predictor State Machine
E. Countermeasures

1) Countermeasures for Timing Attacks on Exponentiation
Algorithm: A naive modification to protect the side channel
leakages of square and multiply exponentiation algoritem i

Timing Attacks on Branch Predictors exploit the conditibnabroposed in the Montgomery ladder algorithm [8] as expldine
statements execution in the square and multiply algoritsm @ Algorithm 2. This is a well known strategy for protection

on key bits. So if the predicted output from the predictorsioe

not match the observed key bit, a new instruction has to be
, : S © : A

fetched with a mispenalty. This mispenalty is observed from _ —

timing as the side channel source. Thus if the observed gimin gﬁ&t’:‘sx:‘;f%;(’i%”’ T ®0) M

is more, there is assumed to be a mispenalty. There are garioupegin

C. Timing Attacks on Exponentiation Algorithms using branch
prediction

Igorithm 2: Montgomery Ladder Algorithm

attacks which exploit the branch predictor to correctly elod Letso =151 =y.
. . for i = w — 1 down to 0 do
the mispenalties [1]. The countermeasures for these fofms o if (z; = 0) then
attacks are explained later in subsection II-E1 | Lets; = so*s1, so = (s0)2
This paper considers a new kind of fault attacks which end
. . . . else
determines the key from the difference in branch missese Her _ — (s1)2
; ) ) . | Letsp=sp*s1,s1 =(s1)2
we provide an overview on classical fault analysis of RSA. end
end
Returnsg.

end

D. Fault Attacks on RSA Algorithms

Fault attacks on RSA [3] exploit the vulnerability of the ) ] ) o
difference of a correct and an incorrect computation caused! NS algorithm performs the entire exponentiation by al-
due to unexpected environmental conditions to retrieve tffnatively modifying the values of two dummy variables
secret of cryptographic algorithms. Various attacks onlipubdepending on the exponent bits. Algorithm 2 has both “if”
key cipher RSA has been reported in literature which expldif'd “€lse” statements, and everytime one of the two possible
the output of a faulty computation to factor the Moduliis branches are getting executed. Unlike the square and yultip

The difference of correct signature and the faulty sigreatu/90rithm, here number of branches taken will always be
leaks one of the two large primes in modullis A faster effi- constant and equal to the length of the key. The algorithm
cient implementation on RSA is by using Chinese-Remaindefeécutes same number of instructions independent of the
Theorem (CRT) named as the RSA-CRT algorithm whicgxponent, which inhibits simple power attacks and timing

makes decryption four times faster is explained as follows: attacks.
Let p and ¢ be two large primes andv = p - ¢ be the 2) Fault Attack Countermeasures. There are several pos-

RSA modulus. The public encryption key for exponentiatiofic/€ countermeasures to prevent the fault attacks on RSA-
is denoted as: and the private decryption key is chosen CRT implementations proposed by Shamir, Ciet and Joye
such thate - d = 1 mod(p — 1)(¢ — 1). To reduce the and Giraud [9]. All of these countermeasures have similar

expense of computation, CRT exponents are calculated aégorithms to prevent the fault attacks. The algorithmsehav
d, = dmod (p—1) andd, = d mod (g — 1). Signature & fault detection logic which check that whether by applying
Spof a messagen is compufcled as reverse mapping on the observed encrypted output we get back

a the correct output. The steps to prevent fault attack are:
1) S, = m® mod p . L
« Step 1: Computation of two exponentiation

S, = m% mod q - .
2) § = CRT(Sp,S;) = Sq + a-((Sp—54)-q~" mod p). — ComputeS, an.dSq.
In [3] a fault attack is demonstrated on RSA-CRT implemen- * Step 2: CRT combination
tations which can easily factorize the modulus N. The ideafo =~ — ComputeS « CRT(S,, Sq)

the attack can be represented by the following steps: « Fault detection



- which indicates number of branch mispredictions suffergd b
an executable. The followingpmmand can be executed at
the user privilege

$ perf stat -e branch-misses executable-name
In these countermeasures whenever a fault is detected, th@/e first performed a simple experiment by simulating the
algorithm outputs a random value instead of the correct ex@bit predictor algorithm on a keystreair bit exponent in
nentiation result. Thus these countermeasures agaimstesth software on Intel i5 platform for performing exponentiatio
fault attacks are able to protect the vulnerability of spste

featuring the difference of a correct and its faulty compiata 4700 w w w w w w w w
4600 | A

S« f(S) ifthere is no error

Return { 1 otherwise
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In this work, hardware performance counters are exploited /

to provide side channel information by thember of branch

misseson thesquare and multiply algorithm, using perfor- 4500 ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘

mance monitoring tools which provide a simple user intexfac 0 12 3 4 5 6 7 8 9

to different event counts. As observed in Algorithm 1, the Predicted branch misses from bl cynamic predictor

code execution has two branch paths. Thus, there eﬂﬁ& 2. Variation of branch-misses from performance countéth increase

a side channel information via the evéfranch-misses”. in branch miss from 2-bit predictor algorithm

This side channel leakage is caused due to the presence of

underlying branch predictors in architecture. Branch gsss An observation on the number of branch misses from the

rely on the ability of the branch predictor to correctly pired Predictor and their corresponding performance counteresl

future branches to be taken. The branch predictors followis illustrated in Figure 2. The number of branch misses

deterministic algorithm to speculate whether the next tinanobtained from performance counters is found to be incrgasin

instruction is to be fetched. If the prediction is false, thas the total number of predicted branch misses on a keynstrea

instruction pipeline is flushed leading to a branch-misusrhincreases. Thus, a direct correlation is observed on branch

the branch predictors play a major role in correctly predgt misses from performance counters and branch misses from 2-

the next target instruction and reducing mispenalty. bit predictor. This confirms our assumption of an underlying
On an event of branch miss, the instruction pipeline flush@sPit dynamic predictor having a strong effect on the obsérv

and a new target instruction is fetched. So in both square dff@nch misses from the performance counters.

multiply and Montgomery ladder algorithms, the instruntio In the next subsection we introduce the concept of transient

pipeline undergoes a mispenalty on the event branch mfasllts on secret exponent, so that this leads to a expotientia

whenever there is a mismatch in the predicted and obserfRgration on a transient faulty exponent. The next sulmecti

key bit. This is because the instruction that is going to gaovides a brief description of the used fault attack model.

executed depends on the key bits. Thus the event branch miss

is a strong side channel information which exploits the etec/B- Adversary Fault Model

key dependence of the conditional instructions in both theln our fault model, we assume that the adversary is capable

square and multiply and Montgomery ladder exponentiatiari introducing a fault in the key bits. Thisansient fault,

algorithms. flips the target bit of the key only for the current computatio
On the other hand, the fault attack countermeasures aigothe system but, when the execution is repeated the fault

rely on the detection of the fault by a comparison of theanishes, and the execution proceeds with the originaksecr

correct and incorrect signature. The countermeasure shekgy. If the adversary is capable of introducing a fault at the

for the correctness of the output and produces a random vaitfe bit position of the key, then thé" bit of the key gets

if it detects a fault. In the meanwhile, number of branchomplemented. The adversary is assumed to follow"“Hite

misses for the faulty key sequence can be exploited by #Hip model”. This means that if a key bit at” position is1

adversary. The performance counters leak benign infoomatithen it gets flipped t® and likewise if0 then it becomeg.

of branch misses while exponentiation operation of thetyaul 1) Fault Algorithm: The adversary is assumed to observe

computation is performed. The vulnerability of informatio the differences of branch miss between the secret key and its

from the performance counters in presence of a bit flip fadhulty counterpart to efficiently identify the key bits ineth

model is modeled in the later section to reveal secret key biollowing manner:

using the properties of the predictor algorithm. « Initially the adversary observes the number of branch
State machine of the 2-bit dynamic predictor as explained misses for exponentiation operation using the secret ex-

in Section Il has been extensively used as an underlying ponent.

predictor in Intel family of microprocessors [6]. In ordey t « Secondly, he injects the fault at the target bit of secret key

validate the behavior, we first installed Perf tool on Linu® O simultaneously observing the number of branch misses

Ubuntu 12.04.1 LTS to monitor the event “branch-misses”, for exponentiation using the faulty exponent.

4000 |- J

Observed branch misses from Perf

3900 £ <




« The information of differences of branch misses of exa mismatch in the predictor’s output for tiie+ 2)" position

ponentiation operation using exponentiation algorithens PﬁQ #+ PﬁjQ.

vulnerable to reveal the target bit of secret key. « Eitherb; or b; results in a misprediction for thé" bit of
This information leads to a classification of the key spad¢e in the secret or the faulty key. Sinée ; = PX, atleast two
several classes based on the observed difference and alentu  misprediction are required at(i +1)* position to make

reveals the key sequence patterns for the respectiveeatiifes. PE, # PEi, Thusifb. 1 # PX,, then there will be two
The key sequences are combinatorially derived with a detail consecutive mispredictions at(; + 1) position either
analysis provided in the next section. for the secret or the faulty key resulting iy, # Piliiz.
IV. EFFECT ON BRANCH MISSES DUE TO FAULTY Property 3: If St&, =5 or St& | = S5 then
COMPUTATION bi_1 # PK = pPF

In this section we show the classification of the key spacee Since (i — 1) bits are identical,PX = P/ and from
of key lengthn, bits on the basis of the following assumptions: ~ Figure 1 it clearly follows that the last input bit to the
1) The length of the key: bit is known to the Adversary. predictor algorithm does not match the predicted output
2) The adversary starts from the Most Significant Bit(always I the state is51/.53.
1), recovering the subsequent bits one bit at a time.
3) The Adversary introduces a fault at th#& position of ~ Property 4: If St5, = S; or St&, = S3, a single
the key sequence which eventually flips e bit of the misprediction at** bit is sufficient to makePX, # P

7+1
key. _ _ « Sinceb;_; # PX = PF, both the secret and faulty key
4) The Adversary computes the difference in branch gyffers from a misprediction @_;. At the i** position,
misses(\;) for the secret key) and the faulty keyk?;). eitherd; or b, results in a misprediction. So either for the

In the following analysis we will provide a detailed key se-  secret key or the faulty key, there are two consecutive
guence characterization using the difference of branclsesis mispredictions at th¢; — 1), bits. Thus the predicted
from the secret and the faulty key. Various parameters used output for the(i+1)*" bit changes. So a single guaranteed
during the analysis are defined as follows: The secret key is misprediction at thgi)"" bit changes results i°%, #
denoted byK and the faulty key ag; each havingn bits Pﬁfr
such that there is one bit fault at th& position of faulty

key. The state of the 2 bit predictor after recovery;obits

for the secret key is5t} and for the faulty key isSt;*. The  \without loss of generality, we aim to prove the bounds for
2-bit predictor predicts for théj + 1)™" bit on the basis of the difference in branch misses by maximizing the branch
recovered bits for the secret key &}, and for the faulty misses from the faulty key and minimizing the branch miss
key asP/7,. from the secret key.

The number of branch misses for the secret key and thein order to maximize the difference of branch misses,
faulty key may or may not be same. The difference in bran@ffectively we minimize the branch misses for the secret key
misses{\;) between the correct kelf and faulty keyF; using as well as maximize the branch misses for the faulty key. In
a 2-bit predictor algorithm can be atleas8 and atmost3. the following discussion we are going to analyse the difieee
The difference for any key sequence will take any value iof branch misses for two different scenarios.
the range[—3, 3] and this leads to a partitioning of the key,) case 1 If St =8 or StK | =5,

space. We elaborate the above statement with an analysis OrBefore going into the formal analysis, we explain this with
maximum difference in branch misses between secret and the simple example. Let us assume a small secret key as

faulty key. But before that we state some properties of the 1441000100 and a fault is introduced ait" position from

predictor states and their relation with the misprediction the MSB, thus the faulty key i9001100100. The 5
It may be emphasized that the seiret Ky, by, - bn1) position of faulty key (from the left) differs from the setre
and the faulty key differs only in th¢” bit. We statet prop- key and lets assume that we already know 4 bit$Cas .
erties using the state transition of tAéit dynamic predictor. After the initial 4 bits the predictor state is a;, and
predicts a0.

« As the immediate next bit i.e, thg'" is 0 for the
secret key there is no change in branch miss, but for
the faulty key there is a bit flip at th&" position. So

II:roper;[?y 1 If St =Sy or St =Sy, then
PK = PF = b,_;.

« This follows from the fact that the fault is Only in thgl the fau'ty key suffers from a branch miss increasing
bit. Also from Figure 1, in state§, & Ss, the last input the difference byl.
bit i.e, the(i — 1)*" bit is same as th¢" predicted bit. . At this stage, the predicted value for secret keyis
but for the faulty key it isl as it suffered from two
Property 2: If StX, = Sy or St | = S, then there is mispredictions from two consecutives.
guaranteed mispredictions at tifé bit for either K or F;. If « So if the next two bits are again zero then for secret

the (i +1)*" bit is not same as the predict&tf<, then there is key there is no increase in branch miss.



« But for faulty key, there are two mispredictions due to
the mismatch of the predicted value Bsand the bit
values at6, 7" position as0.

« Thus the difference of branch misses between the
secret and the faulty key &

o This is the maximum difference because, after get-
ting two consecutive zeros at thie 7t position the
predictor’s output for the secret and the faulty key

becomes same. Thus further increase in branch misses
gets canceled as they occur in both secret and its faulty

counterpart and do not add up to the difference.

Now, we formalize the above example with a generalized
structure using the Figure 3.

Sty =51/53
i-1 bits 0 0 0
VYAV
bl*l bl bl+l bl+2 bl+3
K pK pKk pK pK A=3

Pi*l Pr PI+1 P]+2 P7+3
PL, PFPL PL, PL,
bl*l 61 bl+l bl+2 bi+3

N~ /sy

i-1 bits 1711
Fig. 3. Maximum difference in branch misses between theeseundt/
faulty key
o PE = PiFi. Every predicted bits from 2-bit branch

predictor for0*" to i*" bit are same for both keys.
« By Property 3,b;_1 # PX the last input bit is not
same as the predicted value.

Fig. 4.

o Case 1(d) While for the faulty key,b;+1 = bi+2 #
Pl as we already stated thdt/, # PX,, this
results in two mispredictions adding up the difference
in branch misses t8.

« Case 1(e)For the(i + 3)™ bit,

— in the faulty key, due to two consecutive mispre-
dictions at(i + 1), (i + 2)'" position the predicted
bit for faulty key flips as P, +3 #+ P, Thus
Pz}jr3—PF Pl = Pz+3

— Both for the secret key and the faulty ke, =
Pl ., and the next bits are identical for both the
keys.

« So the further increase in branch misses being same in
both keys does not add up to the difference.

Thus the maximum difference of branch misses between

the secret key and” bit faulty key sequence can be atmost

3 when (i — 1)*" bit is either atS; or Ss.

Next we analyze the maximum difference in branch misses

in the scenario wher§tX | = S, or Ss.

H—l

Sti1 = S0/5:
i~1 bits 0 1 0 0
VYAV VAN
bzfl br b1+l b1+2 b1+3
K K K K K A = 3
PLy PYOPLy Py P
PzI:I PIF Pril PII;Z Prii
bi*l Br bi+l bi+2 b1+3
N AAND AN
i-1 bits 11 1 1

Maximum difference in branch misses between theesemds"

« Case 1(a) Minimum number of branch misses for thebit faulty key

secret key,

— This occurs wherb; = PiK, current bit matches
with the predicted bit of the secret key.

— Further, as in Figure 1, after the state transition of
1 bits the states move t8y/S2, having the same
predicted output bitP/, = PX.

o Case 1(b) On the contrary for the faulty key

- b, # PK = PF = b, # PF, thus branch miss
increases byl.

— and by property 4 due to two mispredictions(at
1),i" positions of the faulty key, the output of the
predictor for the secret and faulty key differs as

Pl # P = PF = PJ,. This is due tob;_; =
b; # PF and predrcted bit of(s + 1)** position
differs.

Thus afteri bits the differences in branch missliend
predicted outpuf’ +1 #+ Piil resulting in mismatch.

« Case 1(c) To minimize the number of misses of secret
key, if b;11,b;12 IS chosen such thab; 1 = b2 =
PX| there will be no increase in branch miss of secret

key. The predicted outputs also remain the same as

Pl =PF, Pl = = Pf,.

+1 — f4 P+1 and z+3 -

b) Case 2 If St&

1—50 orSt 1—52

When the predrctor statétff_1 is at Sy or Sy the analysis

is similar to the previous one, but here the mismatch of
predicted output of the faulty and the secret key is observed
at the (i + 2)!" bit instead of(i + 1) bit. The mismatch

of predicted bit of the partial secret and the faulty key
is essential to maximize the difference, because otherwise
the difference would not be exceedihgThus to maximize

the difference, by Property 2 there must be two subsequent
mispredictions to change the predicted outpufif< ;, =

Sp or S,. The formal analysis is provided as follows along
with the Figure 4:

« PE = PF| since every predicted bits from 2-bit
branch predictor fo0'” to i*" bit are same for both
keys.

« By Property 1, since the state is eithgy/ S, the (i —

1)* input bit is same as the predicted value for the
ith bit, b;_y = PX = PF.

o Case 2(a) Choosrng thezth bit such that there is
minimum number of branch misses for the secret key,
— To minimize the number of misses for the secret key,

it" bit is chosen same as the predictedit= PK,



the states of the previous key bits as well as the observed
A;'s. In the next subsection we use the similar analysis in
specific scenario likestX ;, = Sy to retrieve the subsequent
key sequence patterns for different values\qf

which retrieves consecutive key bits one after anothetistar

and branch miss does not increase. from the Most Significant Bit (always 1). Thus at any point
— Again for the secret key, predictor on getting bibf time, while determining any intermediaté” secret bit,
b; = PX, predictsP%, = PX = b; same as the assumption follows that

previous predicted value. « Previous(i — 1) bits are known. This enables the adver-
« Case 2(b) On the contrary, fori!" bit of the faulty sary to precalculate the state of the predictor (for 1)
key bits.
- b; # PF, and branch miss increases by « Given the stateSt;_; after(i—1) bits, the differenced;)
— Again sinceb;,_, # b; and b; # plF there is a of branch misses from secret aid bit faulty key for
single misprediction for theé*” bit. A single mis- exponentiation operation, leads to a unique identification

prediction is not enough to cause the mismatch in  of the i*" bit as well as the subsequent bits as shown in
the predicted output of the secret and the faulty key ~ Tables I.
bits. Thus the predicted output for the- 1" bit for

 pF 1 TABLE |
the faulty key does not change ngl =P =0 KEY SEQUENCEPATTERN OFb;, b; 11, -+ ,bp—1 FORONE BIT FAULT
o Case 2(c) In order to maximize the difference in ST iy
branch misses(i + 1)" bit for secret and faulty key B ‘ — ‘ — ‘ 0 ‘ 1 ‘ 5 ‘ 3
is chosen to bé,; because,
, _ ) So 110 | 1(10)* | 10 | _1 [ 00 [ 0(10)* | 010
— if b1 = b;, then branch miss for both keys
increases by, and does not add up to the difference. 51 10 ! - - - 0 0o
— but by Property 2, for the two consecutive mis- | Sz 001 | o(01)* | o1 | _0 | 11 | 1(01)* | 101
predictions of faulty key at the, i 4+ 1** position, S5 01 0 T 1 11

(b; = biy1 # P, = PX,,) prediction bit for the
secret and the faulty key for tHe+2)t" bit differs

asPl, # Pl = Pl,. In the following subsection we describe the characteczati
» Case 2(d) Again, to minimize the number of missesof key sequence patterns by observing the differences of

of secret key, we assuntg,» = b3 = PX; = P, branch misses, when the previous key bits are already known

so there is no mcrease in branch misses for secret kgy.the adversary.
« Case 2(e) While P/, # b;12 = biy3, increasing the 1) When St;_; = So: The key sequence characterization
branch miss of faulty keyhbSZ for St;_1 = S is explained for differences observed As =
« Case 2(f) For the (i + 4)™ bit for secret and faulty ¢ 1,2, 3. In the following 4 cases we show the analysis behind
key, the unique classification and identification of subsequest k
— Finally, for the(z‘+4)th bit the predicted value for bits as in Table I.
faulty key flips, P, # P/, a) Case 1: Whem\; = 0
— Thus for both for the secret key and the faulty key, By introducing a single bit fault at thé" position, the dif-
afteri +4 bits the predicted value becomes equal as ference cannot characterize té bit but can successfully

Pf{, = P4, the next bits being identical for both  do for the(; + 1)*" bit. The initial analysis is provided for
the keys, has no effect in changing the difference the correct identification of théi + 1) bit.

value. ) ) » The predictor state machine on encounter{ng- 1)
Thus maximum difference of branch misses between the bits is at stateS,.

secret key and'” bit faulty key sequence can be atmost Thus, from Property 1, ; = 0 = PX = PF.

3 when (i — 1)*" bit is either atSy or S,. A similar « Theil® bit b; can either be or 1.

analysis can be equivalently adapted for all specific states — If b = 0, thenb; — PX butB; # PF andA,; = 1.
(So, 51, S2, S3) and difference values in the range [-3,3]. B Onzthe other hzand,zibi _ 11, then b - PZK but
The extent of correctly retrieving the key bits may vary with b = PF andA,; = — '

Difference of branch misses from one bit fault cannot
determine the*" bit uniquely.
o To ensureA; =0, b; 41 is uniquely identified ag.

— For the(i + 1)*" bit P%, = P, = PF.

o — Now, if bj31 = 0, = bi11 = PZ+1 = 1+1' this

A. Reduction in Key Space implies thatPX, = P[, and subsequent bits for

As explained in the previous subsection, the difference of secret and faulty key being identical, no change
branch misses simulated through 2-bit predictor algoritiam in A;. Thus A; for the entire key either becomes
belong to any class fronj—3,3] for any key sequence of 1(whenb; = 0), or —1(whenb; = 1) and can never
arbitrary length. Similar analysis of differences in briamaiss be0. Sob;+1 =0 is impossible whem\; = 0.
leads to a classification for each value in the rangs, 3]. — So if and only ifb;11 is certainlyl, state afteri +
Using this classification, we devise an adversary algorithm 1) bit for the secret and the faulty key will change,

SO as to observe the mismatch in predicted value for



b)

c)

the i + 2" bit, PX, # P[,. This is essential to
make the differencé\; = 0.
Thus from this analysis, we say$t; ; = Sy and observed
differenceA; = 0, then thei" bit b, can either be or 1,
but b;; is uniquely identified as 1.

Case 2A; =1

d)

For this case, ifSt;_1 = Sy and A; 2, then the
subsequent key sequenc&{d0)*. Thus(b;, b;11,bit2) =
(0,1,0) and if the number of bits yet to be retrieved
n — (i + 2) is even, then it is an alternation ¢f, 0) bits.
Case 4:A; = 3 The analysis in this case is similar to the
proof for the maximum difference that we provided in the

The key sequence for this case can be identified uniquely previous subsection.

with a single bit fault model as,
« The predictor state machine on encountering- 1)
bits is at stateS).
« Again from Property 1p;, 1 =0 = PX = PF.
o If b; =0, thenb; = PX. Thus there is no branch miss
for the secret key, but the faulty key obsenigsand
experiences a branch miss. Singe= 1 # P! and
due to this prediction\; = 1.
« For thei + 1** bit, if and only if ;1 = 0, (i + 1)
predicted bitb;y1 = Pf, = Pf,, and the further
changes in branch miss would not get reflected in their
difference.
Thus we conclude, foiSt;_1 = Sy and A; = 1, then
(bi, bix1) = (0,0).
Case 3A; =2
In order to determine the subsequent bit in this case, we
aim to minimize the number of branch miss of the secret
key so that the difference in branch miss between the faulty
and the secret key is a positive value.
« Since the state aftgfi — 1) bits is Sy, b;—1 = 0 and
PK =PF =0.
« b; is uniquely identified a® as
— In order to observe a positivd;, b; must be0
for which there is misprediction in the faulty key
sequence ag; = 1 # P}, and difference up ta
bits is 1.
e b;11 is also uniquely identified to bg,

— As explained in the casA; = 1, if b;4; = 0 then
A; will remain equal tol. In order to increasé\;
to 2, b;+1 must be equal td. For b;,1 = 1, there
is a misprediction both for the secret as well as the
faulty key, and thus the differenc®; still remains
asl.
Thei + 1" bit being1, for the faulty key there are
to 2 subsequent mispredictionsiat + 1" bit, thus
biy1 = 1 leads to mismatch in prediction value for
the (i + 2)™" bit, PL, = P, =1# PE, =0.

e b;12 =0 in order to increase\; to 2, all

o From property 1, state i§, afteri — 1 bits, b, =
0=PK =pF
e b; is uniquely determined to be,
— To minimize the number of misses for the secret
key,b; =0 = PZ-K, branch miss does not increase.
— On the contrary, for the faulty kep!" # b;, branch
miss increases by.
— Predictor on getting bib; = P/, predictsPf, =
PK =b, = P = PE,.
e b;11 has to bel in order to makep; > 1,

— Now, if b;y; = 1, then branch miss for both
keys increases by, and for the two consecutive
mispredictions of faulty key following property 2,
b; = b1 # PE, = PK,, prediction bit for the
secret and the faulty key for the+2)'" bit differs
asPl, =Pl =1+ Pk,

e b;12 IS uniquely determined a8 in order to make

A; =2,

— Again, if we assumé,,» = 0 = PX, = PK, so
there is no increase in branch misses for secret key.

— But bjyo # PﬁrQ, increasing the branch miss of
faulty key by 1 making the differencé\; = 2.

e b;i+3 can either be/1,

— If b;y3 = 0, then straightaway\; becomes3 and
attains the maximum value.

— Else if b, 3 = 1, then A; becomesl. For this
case, again a pattern @b, 1)’s can be observed
terminating with consecutivé0,0)’s making the
A; = 3.

Thusb;;5 can either bed/1 and cannot be uniquely

determined when\; = 3.

Thus for St;—1 = Sy if and only if (b;,b;11,bi42) =
(0,1,0) then A; 3. The number of bits correctly
retrieved in this case is the highest.

In the analysis of retrieving the unknown bits, we are able to
correctly determine the target it for some cases but not for

of the cases. As in our previous discussion in Case IV-Al

— Again in order to increasay;, b;» = 0, resulting in e were able to determing + 1) bit but not thei*" bit. In
no branch miss for secret key &}, = 0. But the grger 1o correctly identify thé'" bit, we introduce 2 bit faults.

faulty key havingP/;, =

1 suffers a misprediction, | the next subsection, we provide the modeling for two bit

increasingA; to 2. fault model.
Thus at this pointPX, =0 and Pf}, = 1.
« The pattern follows, like to maintain a difference N .
B. Limitations of One bit fault model

of 2, an alternating sequence df,0) has to be
maintained henceforth because, for a pair(bfo) -

By using one bit fault model, we are able to retrie@

secret key suffers a misprediction forsimilarly faulty out of 28 cells in the Table I. Our aim is to correctly identify
key suffers a misprediction fdr. Thus this alternating the i*" bit of the secret exponent. So for this we introduce a

sequence has to be maintained to obsekye= 2 for
St =Sp.

2-bit fault model where we observe the difference in branch
miss between théi + 1) bit faulty key F;,; and another



faulty key F; ;1 with a 2 bit fault at positions,: + 1. The The attack is modeled as follows: the adversary starts from
difference of branch misses as observed from this two faulfye most significant bit (always), observes the difference
keys are denoted a5, ;1. We classify the key sequences foof the branch misses for the unknown secret key and the
this two bit fault model observed fo$t; ; = Sy/S2 having faulty key. The difference of branch misses féf bit faulty

A; = 0 in the following Table II. key and the secret key can be classified uniquely with the
prior knowledge of the state of the 2-bit predictor after 1
TABLE I transitions
KEY SEQUENCEPATTERN OFb;, b; 41 FORTWO BIT FAULT ) . .
The observations related to the nature of the key bit se-
A guences and their relation with the difference of branctsess
51K -1t are listed below for two different scenarios:
S()171 11 01 1) Case 1: |fSti,1 = So/SQ
5 00 110 « If the difference of branch misses is
(-3,-2,-1,1,2,3), then the i** bit can be
uniquely identified with a single bit fault at'”
In the subsection IV-Al, using a single bit fault model we position. _ _ _ _
failed to determiné,. The following analysis reveals th&" « Asin Table |, if the difference of branch missesis
bit with a 2-bit fault. then thei’” bit cannot be uniquely determined, but

(i + 1)** bit can be uniquely identified.

« In order to identify thei*” bit, difference of branch
misses are observed for the secret key with 1)t"
bit flipped and with secret key having both(: +
1)*" bits flipped. In this case the difference classes
uniquely retrieve theé'" bit.

« Inthe previous analysis in subsection IV-Al, it was stated
that if b;;1 = 0 instead of1, then the overall difference
of branch misses would have beéror —1.

« This information can be exploited to identiby.

o If a fault is injected ati + 1'* position,b;,; becomes)
and the number of branch misses are observed.

« Secondly, two bit faults are injected &, b4, and the Thus any key sequence witt;_; = Sy or S» can be
differenceA; ;41 is observed. uniquely retrieved with one bit flip, if not then with 2 bit
« As analyzed previously, if observed difference flips.
— Ai,i+1 = 1 then biabi-ﬁ-l — (0’ 1), 2) Case 2: |fSti,1 = Sl/Sg
— A 41 =—1thenb;, b1 = (1,1). « If the difference of branch misses {s-3, -2, 2, 3),
The complete characterization for two bit fault model iswho then thei'™ bit can be uniquely identified with a
in Table Il. Thus, in the next subsection we demonstrate single bit fault ati’" position.
either with a1 bit or 2 bit fault we are able to perform « If the difference of branch misses (s-1,0,1), then
a complete characterization of next it as well asb; 1, the i*" bit cannot be determined with a single bit
given a partial key sequence. This form a sequential alyorit fault.

which gradually identifies the entire key sequence by correc  Thus for statesS; and S; if we flip the (i — 1) bit,
characterization of the immediate next bits. For each cell the state uptqi — 1) bit changes taSy or S». Now,
for Table I, we can form a similar analysis to retrieve the following the classification as described f6p and .S,
subsequent key sequences. Some of the cells will retrieve the difference can uniquely reveal tifé secret bit.
more key bit as the cells for rows,/S2, some very less
as S1/Ss. Using this information we are going to devise an.
adversary attack model which deterministically retriekeg
bits sequentially one after another.

The entire classification is explained below with Algo-
hm 3 and two Tables | and I
In order to check the correctness of the algorithm, we
developed a software simulation of the fault attack setup,
where the 2-bit branch prediction state machine is simdlate
C. Adversary Attack Algorithm to provide the branch misprediction information. The saitev
The adversary attack model as illustrated with the follgvinsimulation of a fault is implemented by complementing the
Algorithm 3 observes the difference of branch misses froen tharget position of the secret exponent and the difference of
secret key and its corresponding faulty key. The differendganch misprediction information is required to reveal the
of branch misses can be successfully used to retrieve #weret key bits one after another. The software simulation s
unknown key bits. The algorithm starts with an assumptigressfully retrieved individual key bits by using the algjom.
that the length of the secret key is known to the adversafyie simulation runs as an iterative algorithm retrieving on
and the most significant bit is always. This algorithm bit after another.
gradually retrieves one unknown key bit at a time from the In the next section, we will demonstrate the classification
most significant bit (left) to the least significant bit (riyh observing the data from hardware performance counters and
To determine thei*” bit value from the left, the adversaryits limitations. The data from the performance counters in
already has the knowledge of the previeusl bits. Following differences of branch misses follows a pattern. The next
the 2 bit predictor algorithmj, — 1 transitions over the statessection provides a brief introduction as to how data from
So, S1, 52,53 can be traced by the adversary. performance counters are profiled and classified.
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Algorithm 3: Attack Algorithm

Input: Unknown keyk) of n bit (ko, k1, - -
Output: Retrieved key bitgko, k1, - - -
begin

. 7kn71)
7]91171)

efficiently determine the subsequent key sequences.

In order to perform an efficient classification, we initially
perform a profiling with a set of key generated at random. This
can be viewed aslearning phasefor correctly identifying the

end

Frequency of occurances

V. CLASSIFICATION WITH DATA FROM HARDWARE
PERFORMANCE COUNTERS

The algorithm as explained in the previous section is
modeled with absolute values of branch misses as obtained by

calculating mispredictions from 2-bit predictor algornithin Fig.

Assumekg = 1; ", X X
fori=1lton—1do classes to perform a classification using hardware perfocma
SetFlag = 0; _ ‘ , counters. In the second phase, we wish to classify a branch
Sti—1 = state of branch predictor for known~ 1 bits; misprediction profile of an observed key to its respective
bmo = number of branch misses for secret key; . .
b1 = branch misses for the secret key with faultit bit; difference class leaking the next key sequences.
A; = bmy — bmg; 1) Learning Phase: In the learning phase, we aim to learn a
if (Sti—1 =51 or Sti_y = Ss) then correlation between the theoretical difference of branidses
if (A;=—-1orA; =00r A; =1) then . . . .
bmio — branch misses with fault &6 — 1)t bit; from the 2-bit branch predictor and the differences obthine
bmj = branch misses with fault dt — 1), i*" bit; from actual hardware performance counters in real processo
?1‘(2@ = b_"%);hi’go? A set of random keys are generated. These keys are clas-
e sified on the basis of the difference of branch mispredistion
| SetFlag=1
end (A;) from 2-bit predictor algorithm (between original key and
if (Sti—1 = S1) then its faulty counterpart) into respective classes of diffieein
| SetSt;_1 = So; . .
else the range[—3, 3]. Thus we have multiple keys and their re-
| SetSt;_1 = So; spective faulty key sequences classified according to weder
esee”d A; from 2-bit predictor algorithm.
Access Table | corresponding ) or S at Next by using information of branch mispredictions ob-
location A;; tained from hardware performance counters, we constrect th
end end distributions of branch misses by varying plaintexts focrea
if (Sti_1 = So or St;_1 = S) then of the random keys as well as for their faulty counterparts.
if (A; = 0) then Thus for all pair of secret and its fault keys belonging to a
if (F lf?ngo e s with fault at particular difference clasd;, we perform the following:
(i—1),(i+ D)™ bit;, ‘ ‘ « The difference of branch misses are observed from hard-
l(’:’”j: StErzﬂ?h misses with fault 46 — 1).i, ware performance counters over a setlof0 plaintexts
Ai_1.ii41 = bmi — bmo; and the mean value of the distribution is calculated.
else . « The mean values from this difference distribution for a set
— i i 3 t . ape
gﬁ?o = branch misses with fault &t + 1) of keys (belonging to a specifid; class) forms another
bm1 — branch misses with fault at (i + 1)t distribution of mean differences (over a set of keys having
bit; sameA;).
end Aiyit1 = bmi = bmo; One such distribution of difference of branch mispreditsio
if (Aj—1,ii41 = —10r Aj g = —1) then for all possibleA,’s (from 2-bit prediction) for a set of random
‘ Accesst_Ta%:% I COffelspoqdmg 18y /5 at keys of lengthn = 21 bits, averaged over a set af00
g Pecive difference focation. random plaintexts is showed in Figure 5. The mean values
if (Aj_1,iit1=10r Ajp1 = 1) then for the distributions are tabulated in the first row of Talle |
Access_Tabl_e Il corresponding 18 /S3 at for respectiveAi’s.
respective difference location;
end
else 300 ‘
Access Table | corresponding & or So at Delta=-3 ——
location A;; 250 | B::{gzj — |
end Delta=0
end Delta=1
end 200 Delta=2 —— -
Update the partial known key t0o, k1, - - , k;). Delta=3

150 |

100 |

50

10 15
Differences in branch miss values from Performance counters

5. Distribution of Difference in branch misses betwdlea secret and

this section, we will demonstrate how we profile event “branc*” bit faulty key from performance counters on Intel Core i5

misses” obtained through the hardware performance cainter

for random keys, and then eventually perform a classifinatio As from the Figure 5 it is clear that all the distributions are
using the difference of branch mispredictions such thatare coverlapping, and it is hard to correlate the distributionthw
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respect to the theoretical differences from branch prigtict  This case can be analyzed in the exactly same way as
algorithm(\;). In case of the theoretical branch predictors, the previous caseSt, = S,. The classification for
this classification into difference classes froa3 to 3 was consecutive two bit$b;, b;1) for StiK_1 =5, is as below:
easier since they were obtained as discrete values. But the , |f (A; =1), then(b;,bi1) = (1,1).
classification becomes difficult when the data is observeah fr o If (A; =—1), then(b;, b;11) = (0,1).
actual performance counters on real processors. o If (A; #1/—1) & (Aji41 = 1), then(b;,bi11) =

To overcome this limitation, in the next section we combine (1,0).
one and two bit faults such that the posed classification o If (A; #1/—1) & (A; 41 = —1), then(b;,b;1) =
problem becomes easier. The theoretical analysis for this (0,0).
combination is described in the next section followed by 3) \when StK | = S1/S5: While modelling the adversary
results using data from hardware performance counters.  aitack Algorithm 3 we observed that, while retrieving tie
bit, if St;_1 = S1/S5 then for an observed\; = (—1/0/1),
for these cases the table entries as in Table | are empty, and
we cannot decide upon the subsequent bit. So a solution which

Combination of one and two bit fault retrieves the bialready appears in Algorithm 3 can be adopted $oy_; =
positions in the keystream more efficiently. We will everiua S; /S5 since it will make the attack algorithm easier. Since we
devise an efficient attack algorithm which works succegsfulcannot decide upon the subsequent bit when ; = S /Ss.
using the branch misprediction information from hardware , The characteristic property fo§t;,_; = S1/Ss as in
performance counters. The scenarios are not same for all the property 1 ish;_» = P,y = P, # b;_;.
sta}Ees in Table I. We initially prov_|de a detailed analyg)s f Thus if we inject a fault ati — 1)** position thenb,_; gets
St;t 1 = So/S2. Let A; ;41 be the difference of branch MISS€Eomplemented. Effectively, if5tX, = S, previously then

from a2 bit and1 bit fault. Fi s oo . K
K . . . after fault St;’7" becomesSy. Similarly, if Sti*, = S3
2) When St;* | = Sy/S2: The analysis of combining fault previously then after fauIStfj‘;l becomesSs.

models is explained with the following observations: ]
e Thus if St;—; = S1/Ss3, and we denote the number of

a) If St =5, b h mi dicti )
H . . . t f t t with fault at
The following analysis shows that by combining Tables | (ira_n;:) (leqr)?h I;égﬂ;nogszige exponent with ault a

3!’#3' Il we c?nb clasrs]|fy_b|ts(bif, bi+1) on thbe_t ?asllts Ofd « And bm; = number of branch mispredictions for secret
ifferences of branch misses from a one bit fault and a" ¢, o nent with fault ati — 1),4, (i + 1) position,

VI. COMBINING ONE AND TWO BIT FAULT MODEL

two bit fault. « we define,A;_; ;41 = bmi — bmg as the difference in
« From Table I, we observe that /", = So, A; = 1, branch misses between a 3-bit and a 2-bit faulty key.
then (b;, bi11) = (0,0). « Following the analysis in the previous subsection we can
o For, A; = —1, then(b;, bi11) = (1,0). intuitively write,
« IFA; =0, a) If St =5,
— then(b;,b;11) = (—, 1) from table I. In this case the difference of branch miss of the three
— To identify b;, we observed difference betweerl a bit fault will have a similar classification as the two
bit and2 bit fault asA; ;1. bit in the previous subsection as,
— From Table Il ifb; = 0, thenA; ;11 = 1, else if o A;_1ii41 = bmy — bmg will behave equivalently to
bi =1, thenAi,i+1 =—1. Ai,H_l(fOI' StiK_l = So)
— So, if Stfil = So, A; = 0 and Ai,i+1 = 1 then —If (Aifl.i — 1) , then (biabiJrl) — (O’O)
(bivl?i+1_) = (07 1) - If (Azflz = —1), then (bl’,bi+1) = (1,0).
- Agaln’ if StzK—l = SO' AZ =0 and Ai=i+1 = -1 — |If (Aiflr_i 7§ 1/ — 1) & (Aifl_i i1 = 1), then
then (b;, bi1) = (1,1). (bi,bis1) = (0,1). B
« On the other hand ifA; = 2/3, from Table | we —If (A1 #1/ —1) & (Ai—1441 = —1), then
observe thatb;, b;+1) = (0,1), and in this casé\; ; ; (bi, bit1) = (1,1).
is alsol. b) If Sti<, = S Similarly,
o Similarly if A, = -2/ — 3, from Table | we observe « Ai_1ii41 = bmi — bmg will behave equivalently to
that (b;,b;,+1) = (1,1), and in this case\; ;41 is —1. A, i+71’(for St = 85)
Using this observation, we build a simple classification for _ if (Aj_1 ; 1), then (b, biy1) = (1,1).
consecutive two bit$b;, b; 1) as below: _If (Aifl:i = —1), then(b;, bi1) = (0,1).
o If (Az = 1) , then(bi,biﬂ) = (0,0) — If (Aifl_’i 75 1/ — 1) & (Aifl,i,iJrl = 1), then
o If (Al = —1), then (bi,bi+1) = (1,0) (biabi+1) = (1,0)
o If (A #1/ 1) & (Ajiy1 = 1), then(b;, bi1) = —If (A1 #1/=1) & (Ai—1,4,641 = —1), then
(0,1). (bi, bit1) = (0,0).
o If (Ai#1/ 1) & (Ajipr = —1), then(bi,bi+1) = This reduction is performed with two step measurement.
(1,1). Before observing the difference in branch misses, the state

b) If StE, =25, the recovered bits are identified. Then by performing a singl
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or two bit fault (when in stat&,/S>) or performing a two and  Algorithm 4: Attack Algorithm Combining One and two
three bit fault (when in stat&;/Ss) the entire identification bit faults

of the key can be performed. The Algorithm 4 provides an Input: Unknown keyk) of n bit (ko, k1, ,kn—1)

iterative algorithm using the combination of one and two bit Se“gtipn““ Retrieved key bit{ko, k1, -+, kn—1)

faults. _ _ _ _ Assumekq = 1;
Now if the adversary aims to reveal secret key bits using | fori=1ton—1do _ '
data from performance counters, he has to correctly classif i?t(igtl. = state %frbsﬁif“:h Ergd')ci‘r’;egor knowin-— 1. bits;
and identify only the di_Stri_bL_JtionS porrespondipg Ic_)and b;;; Z number of branch misses for secret key;
—1. If we observe the individual distributions in Figure 5 bm1 = branch misses for the secret key with faulti gt
more closely, the distributions faA; = 1,—1 are distinct bit;
- X X . A; = bmi — bmy;
as shown in Figure 6, and the mean values of difference in if (A; =1 0r A; = —1) then
branch miss obtained from hardware performance counters fo Access Table | at corresponding difference location
the respective distributions are5848, —1.7827. The maxi- eseAi for So/S2;
mum and minimum mean values are observed&grf L bmio — branch misses with fault 4 -+ 1)t bit;
and —1 respectively. Thus we observe that the distributions bm; = branch misses with fault at (i + 1)** bit;
corresponding ta\; = 1 and —1 are the distributions which AAi,z'H S lglﬂl”— It"no; ding dif ocat
are most separated among the other distributions. C_C?SS abe 1 at corresponding difference focation
Az,z+1 for SO/SQ,
end
200 . . m . end
Delta=-1 —— if (St;—1 =S1 or St;—1 = S3) then
180 | [ Delta=1 —— 1 bmo = branch misses for secret key with fault at
o 160 | “ — (i — 1)" location;
§ 140 | i bm1 = branch misses for the secret key with fault at
5 (i — 1), 4" bit;
Q 120 | 1 ’ !
8 A;_1,; =bmy — bmo;
E 100 1 if (St;—1 = S1) then
& 80 B | SetSt;—1 = So;
S el i else
0 | SetSti_1 = So;
Loar | end
20 - T if (Aiflyi =-—1lor Aifl’i = 1) then
0 G Access Table | corresponding %y or S> at
-15 -10 15 location A; 1 ;
Differences in branch miss values from Performance counters else
bmo = number of branch misses for secret key at
Fig. 6. Distribution of Difference in branch misses betweke secret and (i—1), i+ 1)t location; ]
it" bit faulty key from performance counters on Intel Core i5foy = 1/—1 bmy = branch misses for the secret key with fault
at (i —1),4, (i + 1)t" bit;
. . . . . Aj_1,4,i+1 = bm1 — bmg;,
On the basis of this observation, in the next section we Access Table Il corresponding 8 or S, at
provide the detailed results on the classification of diffees end location Aj—1,4,i+1;
of branch misses as obtained from hardware performance end
counters. end
Update the partial known key ttko, k1, - - , ;).

end

VIl. VALIDATION OF ATTACK ALGORITHM USING DATA

FROM PERFORMANCE COUNTERS TABLE Il

In this section we pro\/ide the classification of the keﬁ)TABULATING MEANS FROM HARDWARE PERFORMANCE COUNTERS ON
. | Core i5 FOR SPECIFICSt; 1 = S;j WITH RESPECTIVEA;'S FOR KEY

sequences on the basis of the performance counter values. ¥ LENGTHR = 21 BITAND 4 = 10, j = 0.1,2.3

same experiment as in Section V-1 is performed in this time

. . . . St;_ A;

with the knowledge of the states in the predictor algorithm.” "~ 'F—5 | — | — | o | 1 | 3 | 53
This time the distribution of differences are separatelp-co

All —0.3199] 1.3183| —1.7827 0.0004 1.5848 | —1.1061| 0.3104
structed for the stateSy, S, S2, S3. The keys for a staté;, states
0 S ] S 3 are chosen such that for a pair of secret ar So —0.4968| 0.1888 —1.6513] 0.1138 1.6331| —0.2215 0.2891
its faulty key differing at theiri*" bit, the state of the 2-bit [ 51 —0.4304] 1.8109| —1.7846] —0.1286] 1.2348| —1.4589 0.6358
predictor upto(i — 1) bits is in S;. Table Ill, IV shows the [5z [ —0.3091] 0.1053| —1:5883 0.1650 | 1.6752| 0.2152 | 0.2686
respective mean values from the distribution of difference=s; —0.3942] 1.8828| —1.7604] —0.0113| 1.0932| —1.8714] 0.2834

in branch misses as obtained from the hardware performanee
counters on Intel Core i5 and Intel Core 2 Duo platforms.
The entries in Table Il for\; = 1, —1 for statesS,, S, are
highlighted in order to show that the mean values obtain¢fle maximum and minimum value in both the cases. But (for
from distribution of differences in branch misses from hardtatesSy, S2) if A; = —3,—2,0, 2, 3 the distributions overlap
ware performance counters have a strong correlation wéh to a great extent and we are unable to clearly distinguish
theoreticalA; values. The means fak; = 1, —1 are having the classes from the observed means (as well as their dis-
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TABLE IV . . L
th
TABULATING MEANS FROM HARDWARE PERFORMANCE counTers on 117" Dit and the state of the previous) bits is taken as

Intel Core 2 Duo FOR SPECIFICSt;—1 = S; WITH RESPECTIVEA;'s FOrR  Sy. We provide a tabular representation as in Table V of the
KEYLENGTHR =21 BITAND ¢ =10,j =0,1,2,3 cumulative probabilities over observed samples for matghi
Stid _ _ A, distribution of branch misses for the unknown exponentnifro
° | g | ! | 0 | ! | 2 | 3 hardware performance counters) belonging to the templates

So [ 0.2201] 1.4601[=1.6699 0.0846 [FI.7751] —1.0907 —0.3539 pyilt at the learning phase dntel Core i5 with A; = 1,1
S1 —0.085[ 1.3891| —1.6401] —0.0608 1.3577| —1.4847 0.2337 | for key lengthn = 21 bit. From the Table V it is clear that
S; | 0.1584| 0.9915| —1.5393 0.3404 | 1.7987| —0.9951] —0.074]
S5 | 0.145 | 1.9085]| —1.5018 0.145 | 0.9813| —2.4997] 0.0741 TABLE V

TABULATING SUM OF PROBABILITIES OBSERVED FOR MATCHING A

DISTRIBUTION OF BRANCH MISSES FOR AN UNKNOWN EXPONENT

A; Templates forA;

of K
tributions). Thus we conclude that we can clearly distisbui = |2 ]t ] Jr ]z 3
the distributions withA; = 1/ — 1 from the remaining in = 38.001| 43.633] 27.827| 40.15 |BIN058] 31.869] 46.138
.thelr.I(_earnlng phase' The remalmms Cannof[ be unlquely 1 53.079| 61.159| 38.112| 52.848| 64.368| 46.443| 58.542
identified only by observing the difference distributiororfr

. . . -1 58.228 | 44.542| 65.853| 54.432| 33.155| 62.212| 47.392

one-bit fault model. For this reason we perform a similar

profiling with the two bit fault model wherd; ;,, can assume

only two valuesl, —1. This classification is easier since there . . _
exists only two classes. the A; values as observed from the 2-bit predictor algorithm

On the contrary wherst;_; = S1/Ss, the means corre- is showing the_ maximl_Jr_n probability in each of the cases
sponding to all possiblé\; values (for a set of random keyqurrectly. Thusifa c!as§|f|cat|on can b,e done sucgessihhﬂgn
and theiri*" bit faulty counterparts) in Tables IlI, IV shows!t IS capable of retrieving the immediate next bits. Thus the
that in this case it is even hard to distinguish cases- 1,1 terative algorithm eventually reveals the entire secxpbaent
from the remaining. Thus from this, we conclude that only iEJoIIowmg this classification. Thus using the differences o
Sti—1 = Su/S2 and if A; = 1,—1 for a secret key and its

ranch misses from the hardware performance counters we
i bit faulty counterpart from 2-bit predictor algorithm, the can also be retrieve the subsequent key bits successfully.

adversary will succeed to determine the subsequent bits byt) Attacks on Montgomery Ladder & CRT-RSA: A pop-
observing the distribution of differences in branch misges ular countermeasure of simple side channel leakages from

A; # 1, —1 then the classification can be uniquely performequ]e unbalanced instruction execution of square and myltipl
with A; ;41 values. algorithm is the Montgomery ladder implementation as in

In the next subsection we explain the classification d¥lgorithm 2. This algorithm is having balanced instructon
distribution of branch misses for a non-classified secrgt k€onditioned on the secret key bits. Since both “if” and “else
using template building and template matching techniquédatements are executed depending on the key bits, timing
The mean and variances observed in the learning phase, figd¢@surements and power leakages cannot be exploited by the
the set of known keys for known previous states are used adversary to reveal the secret exponent. But the informatio

templates for the template building phase of template letacOf branch misses is a stronger side channel and depends on
the ability of the branch predictor in correctly predictitige

key bits. By modeling the 2-bit predictor we can exploit the
A. Template Attacks information of branch misses to correctly identify the key

The template attack [4], [12] is a statistical attack stgte bits for the square and multiply exponentiation algoritfithe
exploiting the inherent properties of observed sampleitist Similar analysis holds for Montgomery ladder implemermtati
tions. The attack is performed in two phases: template ingjld Thus in our experiments, by using data from performance
and template matching. In the template building proceduf@@unters and using Montgomery ladder exponentiation as the
samples (differences of branch misses) are collected peing Underlying exponentiation algorithm, we observe the foifg
formance counters for a specific key and its faulty coun'marpé{able VI
and a distribution is constructed out of the observed sanple TABLE VI
DIStrIbUtlonS Of a set Of keys belonglng to a SpECIfIC Class i%ABULATlNG MEANS FROM HARDWARE PERFORMANCE COUNTERS FOR
observed and the statistics like mean and variance aretlearn MoNTGOMERYLADDER IMPLEMENTATION ON Intel Core i5 FOR
in this phase to constitute a template for the correspondirfECIFICSti—1 = S; WITH RESPECTIVEA;'S FOR KEY LENGTHn = 21
distribution. In the next phase, unknown template such as BITAND ¢ =10,7=0,1,2,3

distribution of correct key is obtained and is compared with>"- — — — OAY? T > R
each of the learnt templates. The unknown key is supposed-to | | | | | |
exhibit the maximum probability of matching with its actua| °° | ~1-°06| ~14738] —1.7127/0.102° 1 1.2559 1 1.285 1 1.607
correct class. Thus we perform the template matching phasé [ —1331] —0.1449] —0.4524 0.0589 [ 0.6751] 0.494 | 1.3582
on the template learnt as in Table Ill. We demonstrate t| 52 —1.375] —1.8125| —1.0874/ 0.2708 | 1.3763| 1.1986 | 2.0006
results for a simple example oh different keys where the | Ss —1.617| —0.083 | —0.4980] —0.4243[ 0.8616| —0.208| 2.4197

secret key is of sizew = 21 bhits, the target bit was the
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From the table it follows that\, = 1,2,3 can classified from the hardware performance counters on actual systems.
together, and similarlyA, = —1,—-2, -3 can be classified The classification is performed through a template building
together for statesS;/S>. These classification uniquely re-and template matching. Templates of differences in branch
trieves thei? bit asb,’s for these two classes are same. Fromrmisses are constructed for some randomly generated keys,
Table I, if A; = 1,2,3 and St;_1 = Sy, thenb; = 0 and and in the attack phase, a secret key distribution is obderve
for A; = —1,—-2,-3 and St;_; = S; thenb; = 1. For the to classify correctly with maximum probability leading to
case where\; = 0, the differences from the two bit fault canthe retrieval of subsequent key bits. The attack shows that
uniquely retrieve the bits subsequently. Thus like squaek ausing the fault attack model featuring branch predictors on
multiply algorithm, the Montgomery Ladder implementatiortan attack implementations of exponentiation: both sqaacde
can also be foiled using data from performance counters amdiltiply, and Montgomery ladder, and the countermeasures f
thus leaking the secret key bits. RSA-CRT implementations which forms the central algorithm

for several standard public key ciphers. The work raises the

B. Attacks on RSA-CRT countermeasures using data from OP€n question on implementation of ciphers on systems with
Hardware Performance Counters such side channel sources.

The RSA-CRT algorithm as explained in Section II-D is
implemented by calculating the CRT exponentsdas =
d mod (p _ 1) and dq = d mod (q _ 1) and the [1] Onur Aciigmez, Cetin Kaya Kog, and Jean-Pierre SeifePredicting

. . . secret keys via branch prediction. In Masayuki Abe, edi@F;RSA,
Chinese Remainder Theorem (CRT) combines the output volume 4377 ofLecture Notes in Computer Science, pages 225-242.

of the computation after the exponentiations are performed Springer, 2007.

using this exponentsp and dq- The exponentiation operation [2] Sarani Bhattacharya, Chester Rebeiro, and Debdeep ofuzkihyay.
bei £ d in RSA-CRT al ith th tandard Hardware prefetchers leak: A revisit of svf for cache-tigniattacks.
€ing perrormead in : algorithm uses the standar In MICRO Workshops, pages 17-23. IEEE Computer Society, 2012.

underlying exponentiation algorithms such as square arld mys3] Dan Boneh, Richard A. DeMillo, and Richard J. Lipton. Ohet
tipIy and Montgomery ladder implementations. A probab"dis importance of checking cryptographic protocols for faulextended

. . . abstract). In Walter Fumy, editdEUROCRYPT, volume 1233 of ecture
poly(log N') time Algorithm to factorize ModulusV [11] on Notes in Computer Science, pages 37-51. Springer, 1997,

the basis of the knowledge &, e, d,, d, already exists which [4] Suresh Chari, Josyula R. Rao, and Pankaj Rohatgi. Teenpltacks.

can factorizeN in probabilisticpoly(log N) time. In Burton S. Kaliski Jr., Cetin Kaya Kog, and Christof Raaditors,
: CHES volume 2523 ofLecture Notes in Computer Science, pages 13—
The popular fault attack countermeasures of the RSA-CRT g Springer, 2002.

algorithm performs a comparison of the correct computatiors] John Demme, Matthew Maycock, Jared Schmitz, Adrian Takgam

with a faulty computation. In most of the fault attack coun- Waksman, Simha Sethumadhavan, and Salvatore J. Stolfo. h®n t
t th tout of the fault tati is f ied feasibility of online malware detection with performanosunters. In
ermeasures the output or the faulty computation IS TUZZIEA  ai mendelson, editor)SCA, pages 559-570. ACM, 2013.

to some extent so that the difference of the correct and the] Agner Fog. The Microarchitecture of Intel and AMD CPU&n
incorrect computation cannot be utilized by an adversary to Optimization Guide for Assembly Programmers and Compilakats,

factorize the large prim But in all of these countermea- ., sooo , _
ge primes q. [7] John L. Hennessy and David A. PattersoBomputer Architecture: A

sures, the correctness check is done after the exponentati Quantitative Approach, 4th Edition. Morgan Kaufmann, 2006.
the faulty exponent. So in all of the countermeasures whie t [8] Marc Joye and Sung-Ming Yen. The montgomery poweringléad In

- . is bei f d h Burton S. Kaliski Jr., Cetin Kaya Kog, and Christof Paalit@rs, CHES,
exponentiation operation Is being performed on the seaet a volume 2523 oflecture Notes in Computer Science, pages 291-302.

well as the faulty exponent, the side channel leakage tliroug  Springer, 2002.
branch miss event can be utilized to reveal secret exponeri$ Chong Hee Kim and Jean-Jacques Quisquater. Fault atfackrt based

d. andd ith the analvsis and the alaorithm provided in the rsa: New attacks, new results, and new countermeasures. armeD
D q WI ysl gor provi I Sauveron, Constantinos Markantonakis, Angelos Bilas Jaad-Jacques

paper. Thus the fault attack featuring differences of bihanc  Quisquater, editorsMSTP, volume 4462 ol_ecture Notes in Computer

misses by modelling the 2-bit predictor algorithm can be Science, pages 215-228. Springer, 2007. _ _
tilized to a areat extent to attack the square and mul &O] Paul C. Kocher. Timing Attacks on Implementations offieiHellman,
uti g q ply, RSA, DSS, and Other Systems. In Neal Koblitz, editoRYPTO '96:

Montgomery ladder and RSA-CRT Algorithms. Proceedings of the 16th Annual International Cryptology Conference
on Advances in Cryptology, volume 1109 ofLecture Notes in Computer

Science, pages 104-113, London, UK, 1996. Springer-Verlag.
VIII. CONCLUSION [11] Subhamoy Maitra and Santanu Sarkar. On determinisfinpmial-time

: ot equivalence of computing the crt-rsa secret keys and fagiol ACR
This paper demonstrates a fault attack on exponentiation Cryptology ePrint Archive, 2009:62, 2009,

algorithms featuring the branch misses obtained through 2] Stefan Mangard, Elisabeth Oswald, and Thomas P&pper Analysis
hardware performance counters by modeling the underlyiPl%] fgﬁldﬁh-ss(%?al?gdthe(;sgetzsof gr:\;rtmcﬁgs\/;régﬁsﬁé5307iﬁmn
branch predictor unit. The paper demonstrates that therdiff"> | =0, "= pe?forma%u:e e A Breveglier ‘Sﬁmr(ﬂ%,
ences of branch misses between a faulty and a correct compu- israel Koren, David Naccache, and Jean-Pierre SeifertpredFDTC,
tation is enough to retrieve the subsequent secret expbitent pages 59-67. IEEE Computer Society, 2008. _

A detaied analysis on the ke space reduction by modelifif] =g Waro and Fameeh Kari ek, deteciogl
2-bit dynamic predictor has been provided in the paper. An ters. InDAC, page 79. ACM, 2013.

iterative algorithm retrieving subsequent key bits is deped

using the observations. Finally, the attack is demonsirate

various Intel platforms such as Core 2 Duo, Core Intel i3 and

Core Intel i5 with the differences of branch misses as olegkrv
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