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Abstract

Human identification protocols are challenge-response protocols that rely on human computational ability to reply to random challenges from the server based on a public function of a shared secret and the challenge to authenticate the human user. One security criterion for a human identification protocol is the number of challenge-response pairs the adversary needs to observe before it can deduce the secret. In order to increase this number, protocol designers have tried to construct protocols that cannot be represented as a system of linear equations or congruences. In this paper, we take a closer look at different ways from algebra, lattices and coding theory to obtain the secret from a system of linear congruences. We then show two examples of human identification protocols from literature that can be transformed into a system of linear congruences. The resulting attack limits the number of authentication sessions these protocols can be used before secret renewal. Prior to this work, these protocols had no known upper bound on the number of allowable sessions per secret.

1 Introduction

A human identification (or authentication) protocol in this paper is defined as a protocol that enables a human using a terminal to prove his/her identity to a remote server in the presence of an observer.

*This is the full version of the paper with the title On the Linearization of Human Identification Protocols: Attacks based on Linear Algebra, Coding Theory and Lattices which appears in IEEE Transactions on Information Forensics and Security, volume 10, issue 8, pages 1643-1655. Copyright (c) 2015 IEEE. Personal use of this material is permitted. However, permission to use this material for any other purposes must be obtained from the IEEE by sending a request to pubs-permissions@ieee.org.
In this work, we assume that the observer is a passive attacker who has access to the terminal, and the communication link between the terminal and the server. Moreover, the observer can also see the interaction between the human and the terminal. In contrast, an active attacker may additionally masquerade as the server and send messages of its choice to the user. However, active attacks are much more challenging to handle in the context of human identification protocols, and therefore, following the norm, we only focus on the passive observer. A secure human identification protocol lets a user authenticate to a server with the same shared password (secret) multiple times in the presence of the observer without the fear of leakage of the password which can be used for impersonation. Since the user’s terminal is also in the hands of the adversary, the computations done by the user have to be mental. This is a severe constraint on the usability of such protocols as this results in an impractically high authentication time. Since the inception of this idea by Matsumoto and Imai in [1], protocol designers have attempted to decrease authentication time while providing high level of security.1

A general paradigm in the design of these protocols is the so-called \( k \)-out-of-\( n \) paradigm, wherein the shared secret is a set of \( k \) objects out of \( n \) publicly known objects. During authentication, the server sends a random challenge from some challenge space whose cardinality is a function of \( n \). For instance, a challenge can be a random sample of \( n \) objects where each object is present in the sample with probability \( \frac{1}{2} \). The users response is a publicly known function \( f \) of the secret and the challenge. An example response function is the modulo 2 sum of the number of secret objects present in the challenge. The set of possible responses, i.e., the response space, is generally much smaller. Due to a small response space, the protocol is iterated a number of times such that the probability that an attacker randomly guesses the answer is below a defined threshold. Given such a protocol, the goal of the attacker is to find the secret after observing a certain number of challenge-response pairs; the lesser, the better from an adversarial perspective. Notice that the only secret information is the set of secret objects; the cardinality of this set, i.e., \( k \), is also public. The security of the protocol thus depends on the function \( f \). A generic brute-force attack has time-complexity \( \mathcal{O}\left(\binom{n}{k}\right) \). As a first line of defence, this number should be high enough. This provides the first hurdle in constructing a practical human identification protocol, as the parameters \( n \) and \( k \) need to be large enough for security and small enough for usability.

Although protocol designers have attempted in vain to provide a secure and practical solution, we argue that the research in the security of such protocols is worth doing, due to the following main reasons:

1. The search of such protocols might eventually lead to a practical solution. One that is at least acceptable in higher risk situations. Research since the inception of the problem has come up with a number of interesting results in terms of the underlying mathematical problems (such as the learning in the presence of noise (LPN) problem used in [2]) used to construct \( f \) as well as generic attacks (for instance, the statistical attacks from Yan et al. [3]).

2. Human identification protocols can be modified to be used in resource-constrained devices. Such devices have one aspect common with humans: low memory and computational power. The Hopper and Blum (HB) human identification protocol [2] has been studied intensively for its application to RFID authentication [4]. To date, other proposed human identification protocols, the sum of \( k \) mins protocol from [2] and the Foxtail protocol from [5] to name a few, have not made progress in this line of research. Perhaps because their security has not been as comprehensively studied.

3. Such protocols can be used in a multi-factor authentication setting, where an auxiliary secure device can be given to the user. One example is the protocol from Catuogno and Galdi [6], where the device tells the user to send wrong responses to specific parts of the challenge in order

---

1 A human identification protocol is essentially a conventional cryptographic identification protocol with the difference being that in practice the protocol steps of the prover have to be mentally computed by a human. Since the protocols discussed in this paper have been proposed in the research context of human identification protocols, we shall refer to them as such. Of course, the results still apply if the human prover is replaced with a device.
to confuse the observer. Under multi-factor authentication, we can use such auxiliary devices as computational aid for the human, thus making these protocols more practical.

With this in mind, we focus on an important goal of protocol designers: to increase the number of possible authentication sessions with a given secret. Since the protocols from Hopper and Blum in [2], an important goal has been to propose protocols that are secure against observations for at least $O(n^2)$ sessions. One way to achieve this is to ensure that the function $f$ cannot be written as a system of linear equations or congruences in $n$. If this is not ensured, then one can, for instance, use Gaussian elimination to obtain the unique solution (secret) after observing about $n$ challenge-response pairs.

Our Contributions. In this paper, we look at the design goal of non-linearity of $f$ in detail. We first show how a system of linear congruences modulo some integer $d \geq 2$ can be attacked using different techniques from algebra, lattices and coding theory. This is important since although Gaussian elimination can be used to obtain the secret after observing $n$ challenge-response pairs, the cardinality of the secret set being less than $n$ means that other attacks may be possible for a much smaller number of observations. We show that this is indeed possible for small values of $k$ and $n$. We then study two protocols from literature: the Catuogno and Galdi (CG) protocol from [6] and the modified form of the Foxtail protocol [5] from [7], and show how they can be attacked by transforming them into a system of linear congruences. Both of these protocols were constructed with non-linearity of the response function in mind. Neither protocol has a known upper bound on the number of allowable sessions for the recommended parameters. The attacks shown here impose this limit. More specifically, we show that the secret in the CG protocol can be obtained by observing only 80 sessions with the recommended parameters. And in the case of the modified Foxtail protocol, we show that it can be used for fewer than 500 sessions; a number less than the 711 mark obtained by the statistical attack from Yan et al. [3] on the original Foxtail protocol [5] due to which the protocol was modified in [7].

Organization. The rest of the paper is organized as follows. Section 2 describes the related work, followed by preliminaries and background on human identification protocols in Section 3. In Section 4 we present a detailed analysis of possible attacks on a system of $n$ linear congruences over integers modulo $d \geq 2$ in the $n$-element unknown binary vector $x$ of Hamming weight $k$. The goal of this section is to find feasible ways to obtain $x$ with fewer than $n$ congruences. Equipped with this knowledge, we show an attack on the C protocol from [6] in Section 5 by describing how the protocol can be represented as a system of linear congruences. In Section 6 we show how another protocol, namely the Foxtail protocol [5,7], can also be represented as a system of linear congruences. Here again, the analysis from Section 3 proves useful in determining possible feasible attacks once a system of linear congruences is obtained. We discuss some of the implications of our results in Section 7 and present concluding remarks in Section 8.

2 Related Work

Consistent with the focus of this paper, we mostly limit this brief literature overview to proposals for human identification protocols constructed to avoid representation as a system of linear equations or congruences. The idea of authenticating a human in the aforementioned threat model was first put forward by Matsumoto and Imai [1], where the authors proposed the first human identification protocol. The protocol was broken in [8]. The initial research by Matsumoto and Imai has followed a string of proposals for human identification protocols [9–13] which were broken by subsequent attacks [3, 14–17]. Most of these protocols were based on an ad-hoc design. By contrast, Matsumoto proposed another protocol based on linear algebra which can be used for $O(n)$ sessions after which

---

2The original protocol was found vulnerable to statistical attacks by Yan et al. [3]. We therefore chose the version which is proven secure against such attacks as well as all other known attacks.
Gaussian elimination can be used to find the unique secret [18]. The advantage of this protocol over the others is that the security of the protocol can be argued against what is known about the underlying mathematical problem. Since then various attempts have been made to construct protocols that avoid representation as a linear system of equations or congruences. These include the HB protocol and the sum of $k$ mins protocol from Hopper and Blum [2], the Foxtail protocol from Li and Shum [5], the Asghar, Pieprzyk and Wang (APW) protocol [19], and the protocols from Catuogno and Galdi [6] to name a few. Among these protocols the Foxtail protocol was shown to be susceptible to a counting based statistical attack from Yan et al. [3], after which a fixed version of the protocol was proposed in [7]. The attack from Yan et al. applies to the original Foxtail protocol due to a contrived method of generating the challenges. Once that is removed, statistical attacks are no longer applicable. Likewise, the same holds for the other protocols mentioned above. Apart from this statistical attack, there are no known passive attacks on these protocols, barring the generic brute force and the meet-in-the-middle attack of complexity $O(2^{n})$ [2]. Recently, a timing based side-channel attack of time complexity $\sim 2^{50}$ has been shown on the HB protocol by Ćagalj and Perković [20], which exploits the difference in response times which are proportional to the cognitive load on humans when computing challenges of varying complexity. This attack is complementary to the algebraic attacks discussed in this paper.

3 Preliminaries and Background

3.1 Notation

Let $x$ denote a column vector. Then $x^T$ denotes a row vector, where $T$ stands for transpose. Where there is no chance of ambiguity, we shall refer to column or row vectors as simply vectors. For any two vectors $x$ and $y$ having the same number of elements, $x \cdot y^T = x^T \cdot y$ denotes their dot product. The length or Euclidean norm of a vector $x$, denoted $\|x\|$, is defined as $\sqrt{\sum_i x_i^2}$, where $x_i$ is the $i$th element of $x$. If $x$ is binary, its Hamming weight, denoted $\text{wt}(x)$, is defined as $\|x\|^2$; in other words, the sum of the elements of $x$. Let $d \geq 2$ be an integer. The set $\mathbb{Z}_d$ denotes the set of integers modulo $d$. $\mathbb{Z}_d^n$ is the set of all $n$-element vectors with entries from $\mathbb{Z}_d$. For a square matrix $A$, let $\det(A)$ denote its determinant. For any $n \geq 1$, $I_n$ is the $n \times n$ identity matrix. $I_n^M$ is the mirror image of the identity matrix $I_n$, i.e., the $n \times n$ matrix obtained by vertically flipping the diagonal of $I_n$. For $m, n \geq 1$, $0_{m,n}$ and $1_{m,n}$ represent the $m \times n$ matrices of all zeros and all ones, respectively. When $m = n$, we shall simply drop one of the two subscripts.

3.2 Background on Human Identification Protocols

We model human identification protocols as challenge-response protocols between a human user (the prover) and a server (the verifier). An authentication session, or simply a session, is a sequence of challenge-response pairs followed by a decision from the server. Given a challenge, the user response is a function of the challenge and a secret shared with the server (the verifier). Following convention, we shall call the shared secret, the password. Generally, the set of all possible challenges and responses, respectively termed the challenge space and the response space, is public information. Let $p$ be the probability that a response randomly selected from the response space is the correct response to a given challenge, where the probability is taken over all possible responses, challenges and passwords. The server might need to send multiple challenges so that the probability of an impersonator is below a certain confidence level. The number of rounds $r$ in a protocol is defined as the number of challenge-response pairs required to obtain a certain confidence level. Let $\gamma$ be the confidence parameter, which is defined as follows: for $i \geq 1$, $\gamma = i$ if the success probability of the random response attack described above is $\frac{1}{2^i}$ in a session. Thus, the number of rounds $r$ in a session should satisfy

$$\frac{1}{2^r} \geq p^r \Rightarrow r \geq \frac{\gamma}{\log_2 p}.$$  

(1)
To better understand the constructions of human identification protocols and to facilitate the ensuing analysis, we begin with the example of a protocol which is a modified version of the protocol from Hopper and Blum [2] and also resembles the protocol from Matsumoto proposed in [18]. The user and the server choose a binary vector $x$ of $n$ elements as the shared password. During authentication, the server generates a random binary vector $c$ of $n$ elements. The user computes the dot product $c^T \cdot x \mod 2$, and sends the response bit to the server. Since the probability that a random response is the correct response to a given challenge is $\frac{1}{2}$, we see from Eq. (1) that for a desired confidence parameter $\gamma$, the number of rounds per session is precisely $\gamma$. To help the user memorize the password, the weight of the vector $x$ is fixed at $k$, where $k$ is much smaller than $n$. The protocol can be generalized to any modulus $d \geq 2$, in which case the secret remains a binary vector but the challenge is now a random vector from $Z_d^n$ and the response is the dot product modulo $d$. The number of rounds in this case is given by $\lceil \gamma \log_2 d \rceil$.

A brute force attack of time complexity $O\left(\binom{n}{k}\right)$ can find the password $x$ given enough challenge-response pairs. To estimate the number of challenge-response pairs we see that given one challenge-response pair, a $\frac{1}{d}$ fraction of the number of possible passwords $\binom{n}{k}$ give the same response as the password $x$. Given $m$ challenge-response pairs the fraction of total passwords agreeing with the $m$ responses of $x$ is $\frac{1}{d^m}$. Here we have assumed a uniform distribution over the challenge, response and password spaces. The expected number of challenge-response pairs $m$ required to obtain a unique $x$ is then

$$m > \log_d \binom{n}{k} = \frac{\log_2 \binom{n}{k}}{\log_2 d}.$$  

Since this number is much smaller than $n$, it is generally ensured that the parameters $k$ and $n$ are large enough so that the brute force attack is infeasible. Given the infeasibility of the brute force attack, the adversary needs to look at other ways to attack this system. Notice that the bound above is the minimum necessary to obtain a unique password. Below this we will have multiple candidates for the password.

### 4 Attacking a System of Linear Congruences

Under the aforementioned threat model, the observer can record any number of challenge-response pairs $(c_i, r_i)$ gathered over multiple sessions. After gathering $m$ challenge-response pairs of the protocol described in the previous section, the following system can be constructed:

$$C x \equiv r \mod d,$$

where $C$ is the challenge matrix, built from $m$ row vectors $c_i^T$, $r$ is the response vector whose entries are the $m$ responses, and $x$ is the unknown binary vector with Hamming weight $k$. We now look at different ways, other than brute force, to attack this system of linear congruences to obtain the binary vector $x$ with as small a value of $m$ as possible. We begin by discussing the inherent hardness of the problem from a complexity theoretic viewpoint.

#### 4.1 Hardness of the Problem

Finding $x$ from this system of congruences was shown to be NP-Complete in [21] in the binary case (when $d = 2$) and an extension of the result over all finite fields was shown by Barg [22]. The same reduction used in [21] can be used to show that the problem is NP-Complete for all $d$. In [23], Downey et al. showed that the problem is fixed parameter intractable in the binary case. This notion means that there is no algorithm which can solve this problem in time $f(k)n^c$, where $c$ is a constant and $f(k)$ is an arbitrary function of $k$ [23]. The problem was shown to be NP-Complete and fixed parameter intractable for all $d$ in [24]. These results shed light on the inherent hardness of this problem, at least
in the worst case. However, as we shall see, in practice, in the average case, the problem can be easier for small values of $k$ and $n$.

When $d = 2$, this problem is also known as learning $k$ parities without noise in the attribute efficient setting [25]. The reader might also find this problem somewhat similar to the Short Integer Solution (SIS) problem [26], which is stated as follows: given a uniformly random $m \times n$ matrix $C$ with entries from $\mathbb{Z}_d$, where $d$ and $n$ are polynomially bounded in $m$, find an $m$-element non-zero integer vector $x$ such that $Cx \equiv 0 \mod d$ and $\|x\| \leq k$. Here $k$ should be large enough so that a solution exists. In contrast the problem considered in this paper uses much smaller values of $d$, asks for a binary solution and has a non-zero response vector.

### 4.2 Gaussian Elimination

Since there are $n$ unknowns in $x$, the observer can collect $n$ challenge-response pairs to obtain a unique solution to the above system of linear congruences using the well-known efficient method of Gaussian elimination. However, uniqueness through Gaussian elimination is only guaranteed if the $n$ rows (or columns) in $C$ are linearly independent. Since each $c_i$ in $C$ is generated randomly, the $n$ vectors may not always be linearly independent. But as we discuss in Appendix A, with high probability the $n$ rows are linearly independent. Even if that is not the case, the attacker can observe a little more than $n$ challenge-response pairs and choose the $n$ that are linear independent. We also find bounds on the expected number of challenge-response pairs required to obtain a set of linearly independent vectors in Appendix A. Thus, we shall assume that the attacker can solve the above system of linear congruences to obtain the password $x$ with high probability after observing $n$ challenge-response pairs. Thus the first constraint on the usage of this protocol is that it cannot be used for more than $n$ challenge-response pairs or $\frac{n \log_2 d}{7}$ sessions. But comparing this with Inequality (2), we see that Gaussian elimination is not optimal in terms of the number of challenge-response pairs $m$ required to obtain the password (since $\log_d \binom{n}{k}$ is less than $n$). We therefore look at other feasible ways to find the password in the hope to find a more optimal solution.

### 4.3 Lattice-based Attack

We can represent the system of linear congruences as part of a lattice and then apply lattice basis reduction algorithms to find the password. More specifically, suppose the observer has $m$ challenge-response pairs. Let $c_{i,j}$ denote the $j$th element of the $i$th challenge, where $1 \leq i \leq m$ and $1 \leq j \leq n$. Let $L$ be the lattice with the following basis vectors:

\[
\begin{align*}
b_1 &= (1 0 0 \ldots 0 \mu c_{1,1} \mu c_{2,1} \ldots \mu c_{m,1}) \\
b_2 &= (0 1 0 \ldots 0 \mu c_{1,2} \mu c_{2,2} \ldots \mu c_{m,2}) \\
\vdots \\
b_n &= (0 0 0 \ldots 1 \mu c_{1,n} \mu c_{2,n} \ldots \mu c_{m,n}) \\
b_{n+1} &= (0 0 0 \ldots 0 \mu d 0 \ldots 0) \\
b_{n+2} &= (0 0 0 \ldots 0 0 \mu d \ldots 0) \\
\vdots \\
b_{n+m} &= (0 0 0 \ldots 0 0 0 \ldots \mu d) \\
b_{n+m+1} &= (0 0 0 \ldots 0 \mu r_1 \mu r_2 \ldots \mu r_m),
\end{align*}
\]

where $\mu$ is a positive number which shall be explained later. The lattice $L$ is then the set of integer linear combinations of the above basis vectors. This lattice is a modified form of the lattice from [27] which is derived from the lattice from [28]. Consider the $(n + m)$-element vector

\[
(x_1 \ x_2 \ \ldots \ x_n \ 0 \ \ldots \ 0),
\]

6
which is the same as \( x \) except that it is padded with \( m \) zeros at the end. Abusing notation we shall also call it \( x \). This vector belongs to \( \mathcal{L} \). To see this, first define the quotients

\[
\sum_{j=1}^{n} c_{i,j} x_i = q_i d + r_i
\]

for \( 1 \leq i \leq m \). Such \( q_i \)'s should exist because \( c_i^T \cdot x \equiv r_i \mod d \). Then we see that

\[
\sum_{i=1}^{n} x_i b_i - \sum_{i=1}^{m} q_i b_{n+i} - b_{n+m+1} = x,
\]

is indeed part of \( \mathcal{L} \). Notice that \( x \) is a short vector in \( \mathcal{L} \) with length (Euclidean norm) \( \sqrt{k} \). Given a lattice reduction algorithm, such as the Lenstra-Lenstra-Lovász (LLL) algorithm [29], we can find a short vector whose length (Euclidean norm) is within a range which is exponential in the length of the shortest non-zero vector in \( \mathcal{L} \). Note that LLL algorithm only runs in polynomial time given such an exponential guarantee [30]. Thus, there is a trade-off between running time and the range of length of a short vector obtained. On the other hand, we can use the technique from [28] to show that if \( m \) satisfies Inequality (2) then with high probability the vectors \( x \) and \( -x \) are the only short vectors in \( \mathcal{L} \) within the exponential bound mentioned above [27]. The LLL algorithm is then guaranteed to find the vector \( x \) in polynomial time. The parameter \( \mu \) above plays a central role in determining the bound on this probability by ensuring that the short vectors in \( \mathcal{L} \) are within this length [27, 28].

The probabilistic result from [27] about finding the vector \( x \) holds for a rather large \( d \), and on top of that it is an upper bound on the probability. Thus, to see if the LLL algorithm can indeed find the vector \( x \) in practice (in our case) is through actual experiments. Note that our persistence in using the LLL algorithm is just representational and the algorithm can be substituted by any other lattice reduction algorithm that is efficient in practice. An example being the block Korkin-Zolotarev (BKZ) algorithm [31]. BKZ is likely to give slightly better results at the expense of running-time.

We implemented the above lattice in Sage\(^3\), an open-source mathematics software, and used the implementation of LLL available therein to find \( x \) with the default settings. The results are as shown in Figure 1. For each value of the tuple \((d, k, m, n, \mu)\) the algorithm was run 10 times, each time with a new random system of congruences. Although the number of runs is not enough for high precision, it is sufficient for the main purpose of these simulations which is to show the difference in performance of the lattice-based attack with changes in the values of the variables involved. The fraction of times \( x \) was found was noted as the success percentage. For each tuple \((d, k, m, n)\), \( \mu \) was assigned the values from 10 to 100 in steps of 10 with only the value of \( \mu \) corresponding to the highest success rate retained. The value of \( m \) ranged from 10 to \( n \), again in steps of 10. As expected, as \( m \) approaches \( n \), the success rate increases. Furthermore, for \( m \) much smaller than \( n \), the success rate is still high. The success rate is also high for smaller values of \( k \). On the other hand, smaller values of \( d \) give the worst success rate. In particular, the success rate is lowest for \( d = 2 \). Finally, notice that as \( k \) and \( n \) increase the success rate decreases, with \( k = 15 \) and \( n = 100 \) giving a success rate of 0.0 for all values of \( d \). This is expected as lattice reduction algorithms do not perform well for higher dimensions. In our case the dimension of the lattice is \( n + m + 1 \). Regardless, we can see that small values of \( k \) and \( n \) are susceptible to lattice based attacks. We note that there is an improved lattice from [30] which was modified in [27] to obtain a better probability result in terms of the required number of challenge-response pairs, \( m \). The first \( n + m \) basis vectors of this lattice are the same as \( \mathcal{L} \). The only difference is the last basis vector, which is given by

\[
b_{n+m+1} = \left( \frac{1}{2} \quad \frac{1}{2} \quad \cdots \quad \frac{1}{2} \quad \mu r_1 \quad \mu r_2 \quad \cdots \quad \mu r_m \right).
\]

We can then see that the vector

\[
(x_1 - \frac{1}{2} \quad x_2 - \frac{1}{2} \quad \cdots \quad x_n - \frac{1}{2} \quad 0 \quad \cdots \quad 0),
\]

\(^3\text{http://www.sagemath.org/}\)
4.4 Coding Theory based Attack

If we let $d$ be a prime, we can view the $m \times n$ matrix $C$ as a random parity check matrix, and $C\mathbf{x} \equiv \mathbf{r} \mod d$ can be thought of as the syndrome of some codeword, where $\mathbf{x}$ is viewed as an error.

Provided, of course, that the matrix has rank $m$, which as we have seen is true with high probability.
vector of Hamming weight \( k \). Finding \( x \) is thus the classic problem of syndrome decoding of random linear codes. Since the parity check matrix \( C \) is generated at random, there is no underlying code structure. In such a case, the best algorithms to find a solution to this problem belong to the class of algorithms called information set decoding [32]. Since the introduction of the technique by Prange [33], many improved variants of information set decoding have been proposed. Asymptotically, these algorithms have exponential time complexities, but for smaller values of \( n \) and \( k \), information set decoding can be feasible. Here we take the variant described in [34] as an example.

We first randomly permute the matrix \( C \) and transform it into the following form

\[
C = \begin{pmatrix} I_{m-l} & C_1 \\ 0_{l,m-l} & C_2 \end{pmatrix},
\]

where \( I_{m-l} \) is the \((m-l) \times (m-l)\) identity matrix, \( 0_{l,m-l} \) is the \( l \times (m-l)\) zero matrix, \( C_1 \) is a \((m-l) \times (n-m+l)\) matrix, and \( C_2 \) is a \( l \times (n-m+l)\) matrix. Notice that the configuration above can be obtained with high probability [35, §4, p. 46]. Furthermore, the system of congruences has the property that permutations and elementary row operations can be done without affecting the unknown \( x \) [35, Lemma 3.1.3., §3, p. 27]. The only change can be a permuted \( x \) but by applying inverse permutations we can achieve the original form after a solution has been found. After \( C \) has been transformed in the above form, it is hoped that \( p \) of the \( k \) “errors” from \( x \) correspond to the last \( n-m+l \) columns (corresponding to columns of \( C_1 \) and \( C_2 \)), and the remaining \( k-p \) errors belong to the first \( m-l \) columns. If we write the syndrome \( r \) as \( (r_1 \ r_2)^T \) then we find an \((n-m+l)\) element vector \( x_2 \) (corresponding to the columns of \( C_1 \) and \( C_2 \)) of Hamming weight \( p \) such that \( C_2 x_2 \) equals \( r_2 \) modulo \( d \). If we find such a vector, we subtract \((C_1 x_2 \ C_2 x_2)^T \) from \( r \). This gives us a vector that is zero in its last \( m-l \) elements. If the resulting vector has weight \( k-p \) we have found the solution.

One way to find the vector \( x_2 \) of weight \( p \) is to divide the search space in half by considering vectors of weight \( \frac{k}{2} \) and finding collisions [34,36]. The total work required by the algorithm can be optimised by choosing \( p \) which minimizes the work factor (WF). Of particular interest is the case when \( p = 0 \) (and hence \( l = 0 \)). This corresponds to the original (plain) information set decoding introduced by Prange [33]. This variant essentially randomly permutes \( C \) and then transforms it so that the first \( m \) columns of \( C \) become the identity matrix. If all \( k \) errors of \( x \) correspond to the first \( m \) columns, we have the solution. An estimate of the work required in this case is given by

\[
\frac{\binom{n}{k}}{\binom{k}{l}},
\]

which is the reciprocal of the probability that the \( k \) errors are confined to the \( m \) columns. Notice that since we want to find a unique \( x \) we choose an \( m > \log_d \left(\binom{k}{l}\right) \).

Intuitively, if the Hamming weight of \( x \) is small, this basic approach should be good enough. We see that this is indeed true for the parameter values under consideration. We take \( d = 2 \) as an example and choose \( n = 100 \) and \( k = 15 \). For the work factor derived in [34] we see that for all \( m \) in the range \((\log_2(100) \approx 57.8, 100)\) the best result is obtained when \( p = 0 \) which corresponds to plain information set decoding. Figure 2 shows the work factor (WF) in log\(_2\)-scale. We see that the value of WF is always less than 2\(^{14}\). Thus, for small values of \( n \) and \( k \), one can use information set decoding to find an \( x \) with an \( m \) much smaller than \( n \). We note that, following the discussion in Appendix A, we can use the above technique to find an \( x \) for any \( d \) not necessarily prime, also with a very high probability.

5 Linearization of the CG Protocol

Since many human identification protocols have been constructed to avoid linearity [2, 5], it seems rather pedantic to analyze the problem of finding a solution to the system of linear congruences in such detail. Still, as we shall show, it is possible to transform some of these protocols as a system
of linear congruences. Such transformation may not be clear at first glance. We highlight this using a protocol from Catuogno and Galdi [6]. In [6] Catuogno and Galdi described several protocols. Of most interest is the “selective wrong-correct answer” protocol, which we refer to as the CG protocol. This protocol seems to avoid all attack strategies considered in [6] (more on this in the following). We briefly describe the protocol here.

The user and the server share a set of $k$ objects out of $n$ as the secret. We call these $k$ objects the pass-objects. A challenge from the server consists of two rows. Each row contains $\frac{n}{2}$ objects. The user notes the row numbers in which the $k$ pass-objects appear in the challenge. For exactly $\frac{k}{2}$ pass-objects the user sends the correct row numbers as the response. For the remaining $\frac{k}{2}$ pass-objects the user sends the wrong row number as the response. The server accepts the user by verifying the received response through its own copy of the shared secret. Note that all $k$ responses are sent in the clear. The set of $\frac{k}{2}$ pass-objects for which the wrong responses are to be sent changes for every challenge. Catuogno and Galdi argue that this can be achieved through an auxiliary device possessed by the user which specifies which pass-objects belong to the wrong response set [6]. Note that this device does not need to know the pass-objects. It only knows the parameter value $k$, which is public. This means that the wrong responses are deterministic and hence the user cannot arbitrarily choose $\frac{k}{2}$ wrong responses.

Catuogno and Galdi recommended the parameters $n = 80$ and $k = 15$. Exactly $\left\lfloor \frac{k}{2} \right\rfloor = 8$ of the responses are wrong and $\left\lceil \frac{k}{2} \right\rceil = 7$ responses are correct. A random response has probability $2^{-15}$ of being successful which is higher than the security of the commonplace PIN based authentication. Notice that since the attacker does not know which of the $k$ answers are wrong, it is not possible to employ a brute force strategy in which the attacker attempts to find which of the possible $\binom{n}{k}$ secrets yield a consistent response across different challenges (See [6] for details). Here we show how to obtain a system of linear congruences modulo 2 from the challenge-response pairs obtained from the protocol. We represent a challenge as an $n$-element vector $c$ whose $i$th entry is 0 if the $i$th object is in the first row, and 1 otherwise. we represent the unknown set of $k$ pass-objects as an $n$-element binary vector $x$ of Hamming weight $k$. For the given challenge $c$, we represent the vector corresponding to the correct responses by $x_1$ and the one corresponding to the wrong responses by $x_2$. Note that both these vectors are $n$-element vectors of Hamming weight $\frac{k}{2}$. Furthermore, these vectors are different.
over different challenges pertaining to the condition

\[ x = x_1 + x_2. \]

In other words, even though the vectors are different over different challenges, their sum is constant, namely, the secret vector \( x \). Now observe that sending a wrong response from the challenge \( c \) is the same as sending the correct response from the vector \( 1 - c \), where \( 1 \) is the \( n \)-element vector all entries of which are 1. Let \( r \) represent the sum of all the responses. Note that \( 1 \cdot x_2^T = \frac{k}{2} \). Then

\[
\begin{align*}
c \cdot x_1^T + (1 - c) \cdot x_2^T &= r \\
\Rightarrow c \cdot x_1^T - c \cdot x_2^T + 1 \cdot x_2^T &= r \\
\Rightarrow c \cdot x_1^T - c \cdot x_2^T &= r - \frac{k}{2} \\
\Rightarrow c \cdot x_1^T - c \cdot x_2^T &\equiv r - \frac{k}{2} \mod 2 \\
\Rightarrow c \cdot x_1^T + c \cdot x_2^T &\equiv r + \frac{k}{2} \mod 2 \\
\Rightarrow c \cdot x^T &\equiv r + \frac{k}{2} \mod 2
\end{align*}
\]

Since \( r \) and \( \frac{k}{2} \) are known, we can reduce them modulo 2 for each challenge, resulting in a system of linear congruences. Given \( m \approx n = 80 \) challenge-response pairs, we can then apply Gaussian elimination to obtain the secret \( x \). We implemented the CG protocol. From the challenge-response pairs thus obtained we constructed this system in Sage and used the solve_right() method to obtain the solution. For each value of \( m \), we ran 100 simulations each time with a new secret \( x \) and random challenges. The result is shown in Figure 3a. After \( m = 77 \) challenge-response pairs we were able to obtain the secret more than 50 percent of the time. The peak is achieved at \( m = 80 \) where we find the secret more than 80 percent of the time. However, the success rate is never 100 percent.

This is due to the fact that the \( m \times n \) matrix \( C \) obtained from \( m \) challenges described above has the peculiar characteristic that the highest possible rank is always \( n - 1 \) when \( \frac{n}{2} \) is even (recall that this matrix has rows which have exactly \( \frac{n}{2} \) ones and \( \frac{n}{2} \) zeros). Therefore, any number of \( m > n \) rows are linearly dependent. Gaussian elimination requires \( n \) linearly independent rows (or columns) to obtain a unique solution. Notice that Gaussian elimination still works when the rank is less than \( n \). The only difference is that we get multiple solutions. We, therefore, do not get a unique solution from this linear system of congruences when \( \frac{n}{2} \) is even. On the other hand, if \( \frac{n}{2} \) is odd, the highest achievable rank is \( n \), which means a unique solution is possible. This is illustrated in Figure 3b, where we use \( n = 82 \) and get the secret all the time after \( m = 85 \) challenge-response pairs. The proof of why the rank of the matrix \( C \) is related to \( \frac{n}{2} \) being even or odd is given in Appendix B.

There are a number of interesting observations. First, the CG protocol uses one round per session. Thus, for a given confidence level \( \gamma \geq 1 \), instead of \( \frac{n}{2} \) sessions achieved by the protocol described in Section 3, we have a protocol that achieves approximately \( n \) sessions. If Gaussian elimination is optimal we can use the protocol for about 70 sessions, which for the same confidence level \( \gamma = 15 \) would give only 6 sessions of the protocol described in Section 3. Below \( m = 70 \), one may apply the information set decoding attack mentioned in the last section. The attack should work with \( m \) greater than \( \log_2 \left( \binom{80}{15} \right) \approx 52.56 \). Since \( n \) is small we see that the complexity of the attack is very low. We, however, did not implement the attack, as the number of allowable sessions with the Gaussian elimination based attack is already quite low. The second observation is that since this is a two-factor authentication system, learning the secret does not allow the adversary to readily impersonate the user. This is true since the attacker does not know which set of answers should be inverted. The last observation is that if instead of exactly \( \frac{k}{2} \) wrong responses, the number of wrong responses varies over challenges, we cannot write it as a system of linear congruences described above. This is a possible fix of the protocol against the attack described here.
Lastly, in the paper from Catuogno and Galdi [6] and the follow-ups [37, 38], much attention has been given to show the feasibility of finding the secret $x$ in the above protocol using the so-called SAT solvers. This line of attack works by representing the system in the form of boolean satisfiability clauses and then running a SAT solver to find the secret. The analysis from Catuogno and Galdi [6, 37, 38] shows that SAT solvers were only able to find the secret in the above protocol for much smaller values of $k$ and $n$ and the complexity grows exponentially. This conclusion is perhaps not surprising since boolean satisfiability in general is an NP-Complete problem. However, despite this, SAT solvers are known to work efficiently in practice. In the following we attempt to explain why the SAT based attack did not work against this protocol.

5.1 SAT Solvers and Analysis of Weinshall’s Protocol

In the context of human identification protocols, SAT solvers have been used as a sort of optimised brute force strategy to find the secret. In particular, if a weakness is not known in a protocol, the SAT solver is not likely to find it, as the satisfiability clauses are constructed from what is known apriori about the information leakage of the protocol. Thus, for instance, if the only brute-force way to find the secret is to check all possible $\binom{n}{k}$ combinations, then SAT solvers are not likely to find the secret in feasible time.

The interest in SAT solvers in the context of human identification protocols stems from the cryptanalysis of the Cognitive Authentication Scheme (CAS), proposed by Weinshall in [9], by Golle and Wagner [14]. By representing CAS as a series of boolean satisfiability clauses Golle and Wagner were able to find the password after a small number of observed sessions. Here we focus on the so-called high complexity variant of CAS. The system uses $n$ pictures out of which $k$ are the user’s secret. The proposed parameter values are $n = 80$ and $k = 30$. A naive brute force strategy has complexity $\binom{80}{30} \approx 2^{73}$, which is arguably infeasible. The protocol is briefly described here.

The challenge consists of a grid of $r = 8$ rows and $c = 10$ columns giving us a set of 80 images which are randomly permuted. See Figure 4 for a sketch of the grid. The user starts from the top-left corner of the grid and does the following. If the picture in the current cell is one of the $k$ secret images, the user moves down, otherwise the user moves right. This procedure is continued until the edge of the grid is reached. This could be either the bottom or right of the grid. Each cell at the edge is associated with a random binary number, with the right bottom cell containing two numbers, one at the bottom and one at the right.\footnote{The number in general can be from a set $\{0, 1, \ldots, b\}$ with $b \geq 2$. In our example we consider the case when $b = 2$ without loss of generality.} The user sends the number thus reached as the response.

Figure 3: Success rate of finding $x$ from the system of linear congruences built from Eq. (3).
As we can see there is some additional information leakage evident from the way the protocol is constructed. For instance, the starting cell is the top-left cell in the grid. Golle and Wagner [14] exploited this and other information that could be obtained from the protocol to build satisfiability clauses, and ran a SAT solver over these clauses to find a satisfying solution. The complexity of the attack, in terms of possible values of clauses, is proportional to the number of possible paths from the top-left corner to one of the exit points. Here we analyze the number of possible paths. A path is a route traversed from the top-left corner of the grid to one of the exit points. Figure 4 represents the paths and the grid in the form of a graph, which we denote by $G$. We shall use this equivalent representation to enumerate the number of paths. Let $r$ and $c$ denote the number of rows and columns in the grid. Then $P(r, c)$ denotes the total number of possible paths from the node labelled 0 in the figure to one of the $r + c$ exit points. Note that an exit point is part of the path and can be viewed as a leaf node. We see that $P(r, c)$ is equal to the sum of paths in the bottom child and the right child graphs of $G$. By looking at these child graphs again, we see that we come across the same problem of finding paths in a reduced version of the graph $G$. Thus, we have the recurrence relation

\[ P(r, c) = P(r, c - 1) + P(r - 1, c), \quad (4) \]

with the boundary conditions

\[ P(0, j) = 1, \text{ for } 0 \leq j \leq c, \]
\[ P(i, 0) = 1, \text{ for } 0 \leq i \leq r. \quad (5) \]

These boundary conditions essentially mean that we have reached the exit points. In Appendix C we show that this recurrence relation has the solution

\[ P(r, c) = \binom{r + c}{r} = \binom{r + c}{c}. \]

This result can also be derived from a simple combinatorial argument as follows. First consider the exit points to the bottom. Each such exit point contains exactly $r$ down steps. For each value of $0 \leq i \leq c - 1$ there are exactly $\binom{r - 1 + i}{i}$ possible ways $i$ steps to the right exist in the path exiting to the bottom (the last step is always a downward step, hence the use of $r - 1$). Therefore, the total number of paths that exit to the bottom is given by the sum over $i$ which equals [39, §5, p. 137]

\[ \sum_{i=0}^{c-1} \binom{r - 1 + i}{i} = \binom{r - 1 + c}{c - 1}, \]
Similarly, the total number of paths that exit to the right are
\[
\binom{c-1+r}{r-1} = \binom{r-1+c}{c}.
\]
Through Pascal’s formula \[39, \S 5, p. 136\], the sum of these two gives us
\[
P(r, c) = \binom{r+c}{c} = \binom{r+c}{r}.
\]
Thus, with \(r = 8\) and \(c = 10\) the above equation gives 43758 possible paths, consistent with the number obtained (seemingly) empirically by Yan et al. \[3\]. We can use Stirling’s approximation \[39, \S 4, p. 83\],
\[
x! \approx \sqrt{2\pi x} \left(\frac{x}{e}\right)^x,
\]
to obtain
\[
P(r, c) \approx \frac{2\sqrt{\pi}}{\sqrt{\pi n^2}}.
\]
For \(n = 80\), the bound above is \(\approx 2^{15.5}\). Thus we can see that the search space for the SAT solver is much less than \(\binom{n}{k} \approx 2^{73}\). To obtain an equivalent number we should have \(n \approx 1470\), which is surely impractical.

6 Linearization of the Foxtail Protocol

We now turn our attention to another human identification protocol named Foxtail, first proposed by Li and Shum in \[5\]. The protocol has been analyzed by Yan et al. in \[3\] where it was shown to be vulnerable to statistical counting based attacks. A fix was proposed in \[7\] wherein the modified protocol was shown to resist the statistical attacks from Yan et al. \[3\]. We focus here on this fixed protocol. As in the case of the CG protocol, our attack essentially limits the number of allowable authentication sessions the protocol can be used. Here again, prior to our attack, an upper bound on the allowable sessions was not known. In essence, we show that the challenge-response pairs from the protocol can be represented by a set of quadratic equations. With linearization the secret can then be obtain in \(O(n^2)\) challenge-response pairs using Gaussian elimination. Based on our analysis in the previous sections we argue that other attack techniques are not likely to find the secret in feasible time.

The (modified) Foxtail protocol from \[7\] is as follows. Let \(n\) and \(k\) be defined as before. In the setup phase, the user and the server share a random binary vector \(x\) of Hamming weight \(k\) as a secret. In an authentication session, the server sends a random vector \(c\) from \(\mathbb{Z}_4^n\). The response from the user is the Foxtail function \(ft\) defined as
\[
ft(x, c) = \left[\frac{c \cdot x^T \text{ mod } 4}{2}\right].
\]
\[6\]Note that this is the theoretical description of the protocol, which suffices for our discussion of security. The protocol can be implemented in a graphical way which is much more natural for humans as is shown in \[7\].
The server repeats the above process a fixed number of times (so that the probability of a successful random guess is low), and accepts the user if all the responses received are correct (according to the above function). Essentially, the Foxtail function maps the dot product between \( c \) and \( x \) modulo 4 to 0 if the result is in \( \{0, 1\} \), and to 1 if the result is in \( \{2, 3\} \). For a non-negative integer \( a \), let \( \text{msb}(a) \) denote the most significant bit in the binary representation of \( a \). For instance, if \( a = 2 \), where 2 = 10\(_2\) (in binary), we have that \( \text{msb}(2) = 1 \). Our first observation is the following.

**Lemma 1.** For \( c \in \mathbb{Z}_4^n \) and \( x \in \mathbb{Z}_2^n \),

\[
\text{ft}(x, c) = \text{msb}(c \cdot x^T \mod 4).
\]

**Proof.** If the dot product is in \( \{0, 1\} \), then the Foxtail function evaluates to 0. The most significant bit of both 0 = 00\(_2\) and 1 = 01\(_2\) is 0. On the other hand, if the dot product is in \( \{2, 3\} \) the Foxtail function evaluates to 1. The most significant bit of both 2 = 10\(_2\) and 3 = 11\(_2\) is 1, as required.

Consider an element \( c_i \) of \( c \), where \( 1 \leq i \leq n \). Since \( c_i \in \{0, 1, 2, 3\} \), we can write it as

\[
c_i = c_{i, 0} + 2c_{i, 1},
\]

where \( c_{i, 0} \) and \( c_{i, 1} \) both belong to \( \{0, 1\} \). Then, we can write

\[
\text{ft}(x, c) = \left\lfloor \frac{1}{2} \left( \sum_i c_{i, 0}x_i \mod 4 \right) + \frac{1}{2} \left( \sum_i 2c_{i, 1}x_i \mod 4 \right) \right\rfloor.
\]

We have the following lemma.

**Lemma 2.**

\[
\frac{1}{2} \left( \sum_i 2c_{i, 1}x_i \mod 4 \right) = \sum_i c_{i, 1}x_i \mod 2.
\]

**Proof.** We have two possible cases pertaining to the product \( \sum_i c_{i, 1}x_i \):

- \( \sum_i c_{i, 1}x_i = 2m \) for some integer \( m \). The left hand side in this case yields \( \frac{1}{2} \cdot 2 \cdot m \mod 4 = \frac{1}{2}(0) = 0 \). The right hand side yields \( 2m \mod 2 = 0 \), which is equal to the left hand side.

- \( \sum_i c_{i, 1}x_i = 2m + 1 \) for some integer \( m \). The left hand side gives us \( \frac{1}{2} \cdot (4m + 2 \mod 4) = \frac{1}{2}(2) = 1 \). The right hand side evaluates to \( 2m + 1 \mod 2 = 1 \), again the same as the left hand side.

Using this result in Eq. (6), we get

\[
\text{ft}(x, c) = \left\lfloor \frac{1}{2} \left( \sum_i c_{i, 0}x_i \mod 4 \right) + \sum_i c_{i, 1}x_i \mod 2 \right\rfloor
\]

\[
= \left\lfloor \frac{1}{2} \left( \sum_i c_{i, 0}x_i \mod 4 \right) \right\rfloor + \sum_i c_{i, 1}x_i \mod 2,
\]

where the last step is true since \( \sum_i c_{i, 1}x_i \mod 2 \) is always an integer. We have the following theorem.

**Theorem 1.**

\[
\left\lfloor \frac{1}{2} \left( \sum_i c_{i, 0}x_i \mod 4 \right) \right\rfloor = \sum_i \sum_{j \geq i} c_{j, 0}c_{j, 0}x_jx_j \mod 2.
\]
Proof. We again consider the possible cases related to the product $\sum_i c_{i,0}x_i$:

- $\sum_i c_{i,0}x_i = 4m$ for some non-negative integer $m$. The left hand side evaluates to $\lfloor \frac{1}{2}(4m \mod 4) \rfloor = 0$. For the right hand side, first notice that since $c_{i,0}$ and $x_i$ are both binary, the sum of the products being $4m$ means that exactly $4m$ of the $c_{i,0}x_i$’s are 1. This means that exactly $\binom{4m}{2}$ of the $c_{i,0}c_{j,0}x_ix_j$’s are 1. This implies that

$$\binom{4m}{2} = 2m(4m - 1) \equiv 0 \mod 2.$$

Hence, the right hand side is the same.

- $\sum_i c_{i,0}x_i = 4m + 1$ for some non-negative integer $m$. The left hand side evaluates to $\lfloor \frac{1}{2}(4m + 1 \mod 4) \rfloor = 0$. For the right hand side we see that now we have exactly $\binom{4m+1}{2}$ of the terms in the summation equal to 1. So, the right hand side also gives us

$$\binom{4m + 1}{2} = 2m(4m + 1) \equiv 0 \mod 2.$$

- $\sum_i c_{i,0}x_i = 4m + 2$ for some non-negative integer $m$. The left hand side gives us $\lfloor \frac{1}{2}(4m + 2 \mod 4) \rfloor = 1$. There are exactly $\binom{4m+2}{2}$ terms in the summation in the right hand side equal to 1. Thus the right hand side evaluates to

$$\binom{4m + 2}{2} = 2(4m^2 + 3m) + 1 \equiv 1 \mod 2.$$

- $\sum_i c_{i,0}x_i = 4m + 3$ for some non-negative integer $m$. The left hand side gives us $\lfloor \frac{1}{2}(4m + 3 \mod 4) \rfloor = 1$. The summation in the right hand side has exactly $\binom{4m+3}{2}$ terms equal to 1. Thus, we get

$$\binom{4m + 3}{2} = 2(4m^2 + 5m + 1) + 1 \equiv 1 \mod 2.$$

Again, the same as the left hand side.

The interpretation of the above result in light of Lemma 1 is as follows. First note that the left hand side above is equivalent to

$$\text{msb} \left( \sum_i c_{i,0}x_i \mod 4 \right).$$

This equals the carry-bit in adding the binary numbers $c_{i,0}x_i$, where we define the carry-bit as the second digit from the right in the binary notation of the sum $\sum_i c_{i,0}x_i$, considering the digits to the left of the carry-bit as overflows (for instance, the carry bit of 5 = 101₂ is 0). This can be easily seen by noting that the last two digits of the sum can be in one of the four possible configurations: \{00, 01, 10, 11\}, and the carry-bits are the first digits in these four configurations. It is easy to see that the carry-bit of $n$ binary numbers is given by the sum modulo 2 of $\binom{n}{2}$ possible products of pairs of these numbers.

Using the result of Theorem 1 in Eq. (7) we get

$$ft(x, c) = \left( \sum_i \sum_{j > i} c_{i,0}c_{j,0}x_ix_j + \sum_i c_{i,1}x_i \right) \mod 2$$

$$= \sum_{i=1}^{\binom{n}{2} + n} c'_iy_i \mod 2$$

$$= c' \cdot y^T \mod 2 \quad (8)$$
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where $c'$ is the $(\binom{n}{2} + n)$ element binary vector whose first $(\binom{n}{2})$ elements are the $c_{i,0}c_{j,0}$'s and the rest of the $n$ elements are the $c_{i,1}$'s, and $y$ is the $(\binom{n}{2} + n)$ element binary vector whose first $(\binom{n}{2})$ elements are the $x_ix_j$'s and the rest of the $n$ elements are the $x_i$'s. Since the Hamming weight of $x$ is $k$, it follows that $y$ has Hamming weight $(\binom{k}{2} + k)$. Given a challenge vector $c$ one can easily construct the vector $c'$. Let $n' = (\binom{n}{2} + n$ and $k' = (\binom{k}{2} + k$. Given $m$ challenge-response pairs, we can thus construct a system of congruences

$$C'y \equiv r \mod 2,$$

where $C'$ is the $m \times n'$ matrix built from $c'_i$'s as defined above, and $r$ is the vector of $m$ responses. Given $m = n'$ such pairs, we can solve this system uniquely using Gaussian elimination with high probability. For the parameter values $n = 140$, $k = 14$ considered in [7], this gives us $n' = 9870$ and $k' = 105$. For a given confidence level $\gamma$, we can then use this system for $\frac{\log_2 n'}{\gamma} = \frac{n'}{\gamma} = \frac{9870}{\gamma}$ sessions before secret renewal. For $\gamma = 20$, we get about 493 sessions. This number is less than the 711 sessions mark obtained by the statistical attack from Yan et al. [3] on the original Foxtail, after which the protocol was modified in [7].

How about the case when $m < n'$? We see that the lattice-based attacks described in Section 4.3 are not likely to find the secret since $n'$ is way above the 100 mark. Information set decoding might be able to find the solution when $m \geq \log_2(\binom{n'}{k'}) \approx 834$. For smaller $m$, however, the work required will be infeasible. As $m$ grows we expect a corresponding decrease in the work factor. Figure 5 shows the work factor $WF$ in log2-scale, which is the work factor obtained in [34]. We saw through the simulation that plain information set decoding performs better after $m > 1956$. To achieve a work factor of less than $2^{50}$, $m \geq 7110$ is required. Notice that a work factor of $2^{50}$ is not a bad choice for infeasibility, as we should also take into consideration the time required in transforming such a large matrix.

![Figure 5: The logarithmic plot of the work factor (WF) of the information set decoding algorithm described in [34] against $m$ on the system of congruences derived from the Foxtail protocol.](image)

### 7 Discussion

A central design criterion for the two protocols considered in this paper can be thought of as introducing *non-linearity* into the responses to avoid representation as a system of linear congruences. Viewed in this way, they can be put in the category of the protocols from Hopper and Blum [2], namely the HB and the sum of $k$ mins protocol. Briefly, in the HB protocol a wrong response is sent with a fix
probability \( \eta \in (0, \frac{1}{2}) \). The resulting protocol can then be shown to be based on the NP-Hard problem of learning parity in the presence of the noise thus generated. In the sum of \( k \) mins protocol, the secret is a set of \( \text{pairs} \) of indices of \( x \). Upon receipt of a challenge, the user chooses the minimum of the two digits in the challenge vector for each pair of secret indices and sends the response as the modulo \( d \) sum of the resulting digits. For this protocol, Hopper and Blum recommended \( d = 10 \). They also showed that the protocol can be represented as a system of linear congruences in \( \binom{n}{2} \) unknowns.

Thus, in light of our results, both the Foxtail protocol and the sum of \( k \) mins protocol can be \textit{conjectured} to achieve security against \( \mathcal{O}(n^2) \) observed challenge-response pairs.\(^7\) This is an improvement over the \( \mathcal{O}(n) \) challenge-response pairs obtained from the basic protocol described in Section 3.

Another illuminating way to look at the underlying mathematical problem in the two protocols discussed in this paper is as a form of the Learning with Errors (LwE) problem [40]. Consider the Foxtail function first. We can write it as

\[ Cx \equiv 2r + e \mod 4, \]

where \( r \) is the response vector from \( m \) challenges and \( e \) is an error vector. Rearranging, we get

\[ Cx + e' \equiv r' \mod 4, \]

where \( e' = 3e \) and \( r' = 2r \). This then can be considered as an LwE problem with the error vector \( e' \) having the distribution \( \chi \), such that \( \chi(0) = \chi(3) = \frac{1}{2} \) and \( \chi(1) = \chi(2) = 0 \). Similarly, if we consider the matrix \( C \) as composed of \( m \) challenges from the CG protocol, we arrive at

\[ Cx + e \equiv r \mod 2, \]

where \( r \) is the \( m \)-element response vector, each element of which is obtained as a sum of responses from the protocol. The error vector \( e \) has the trivial probability distribution \( \chi(\frac{1}{2}) = 1 \) and 0 otherwise.

More precisely the two problems can be considered as LwE with \textit{structured noise}, where in the CG protocol we have the additional constraint that the rows of the matrix \( C \) have Hamming weight precisely \( \frac{n}{2} \). The fact that we show polynomial time attacks on the two protocols after observing \( \mathcal{O}(n^2) \) and \( \mathcal{O}(n) \) samples in the two protocols, respectively, is consistent with the findings of Arora and Ge [41] and Ding [42] about learning in the presence of structured noise. Both these works leverage structured noise to represent the gathered samples (challenge-response pairs in our terminology) as a system of polynomials of degree \( D < d \), where \( D \) is the set of noise values with non-zero probability, and use linearization to obtain a solution with \( \mathcal{O}(n^D) \) samples. Therefore, by formulating the underlying problem in the two protocols as LwE with structured noise, we may also use the attack from [41] and [42] to obtain a solution with the same sample complexity as our attacks. Note that the attack from Arora and Ge considers a broader definition of structured noise, e.g., at most 3 out of the given \( m \) samples are noisy, which also covers the pattern of structured noise considered here. For instance, the noise in the formulation of Foxtail as an LwE instance can be represented by the (quadratic) noise polynomial \( P(\eta) = \eta(\eta - 3) \), which only evaluates to 0 when the noise \( \eta \) is either 0 or 3, i.e., the acceptable noise pattern [41].

8 Conclusion

We have presented a detailed analysis of the feasible ways to attack a system of linear congruences. We do not claim that the analysis is comprehensive, as there might be other ways to attack such a system. We have further taken two human identification protocols from literature and shown how they can be represented as a system of linear congruences. Using our analysis on attacks on such systems of congruences, we have shown how the security of these two protocols is reduced in terms of the number of allowable sessions before secret renewal. We have also put the protocols in context with

\(^7\)We emphasize that this is merely a conjecture because there could possibly be other as yet unknown attacks that may reduce this bound further.
other human identification protocols proposed in literature in terms of the number of sessions allowed before secret renewal as a function of the protocol parameter. Moreover, we have shown how the underlying mathematical structure of the two protocols can be thought of as a contrived learning with errors (LwE) problem. An interesting open question is to construct a protocol that can resist $O(n^3)$ or more observations while keeping the cardinality of the secret to $k$. This will be an improvement over the (conjectured) $O(n^2)$ bound reached by the Foxtail protocol discussed in this paper. As the state-of-the-art protocols are arguably not practical for human authentication, an open research question is to find versions of these protocols secure against active attackers for authentication of resource constrained devices; a practice similar to the application of the HB protocol for RFID authentication.

References


A Random Square Matrices over $\mathbb{Z}_d$

Let $C$ be a random $n \times n$ matrix with entries from $\mathbb{Z}_d$, where $d \geq 2$. Let $\mathbf{x}$ be a random binary vector of $n$-elements.\footnote{For this section, we do not impose any restriction on the Hamming weight of $\mathbf{x}$.} Let $\mathbf{r}$ be an $n$-element vector defined as

$$C\mathbf{x} \equiv \mathbf{r} \pmod{d},$$

then we are interested in finding when Gaussian elimination can be used to find the unique solution (i.e., a unique $\mathbf{x}$) to the above system of linear congruences. The set $\mathbb{Z}_d$, together with the usual operations of addition and multiplication, is a field when $d$ is a prime, and a commutative ring with unity, otherwise. The two cases are therefore considered separately.

A.1 When $d$ is Prime

When $d$ is a prime then Eq. (9) has a unique solution if only if $\det(C) \neq 0$ \cite[§5.5, p. 189]{43}. Now $\det(C) \neq 0$ if and only if the $n$ columns of $C$ are linearly independent \cite[§5.4, p. 188]{43}. Equivalently, $\det(C) \neq 0$ if and only if $C$ has an inverse. Thus, if the matrix $C$ is invertible the above system of linear equations has a unique solution. This solution can then be found through Gaussian elimination. We therefore find the probability that $C$ is invertible.

Let $\eta(n, d)$ denote the number of $n \times n$ invertible matrices over $\mathbb{Z}_d$. Recall that an invertible $C$ is the same as having $n$ linearly independent rows. For the first row vector we have $d^n - 1$ choices, since the only constraint on this vector is that it should not be the zero vector. The second vector should not be generated as a linear combination of the first vector, which gives us $d^n - d$ choices for this vector. Generalizing, the $i$th vector, where $1 \leq i \leq n$, should not be the linear combination of the $i - 1$ previous vectors, implying that we have $d^n - d^{i-1}$ choices for this vector. Thus,

$$\eta(n, d) = \prod_{i=1}^{n}(d^n - d^{i-1}).$$

Now, to calculate the invertibility probability, $p_{inv}$, we see that there are a total of $d^{n^2}$ $n \times n$ matrices over $\mathbb{Z}_d$. Therefore,

$$p_{inv} = \frac{\prod_{i=1}^{n}(d^n - d^{i-1})}{d^{n^2}} = \prod_{i=1}^{n}(1 - d^{-1-n}) = \prod_{i=1}^{n}(1 - d^{-i}).$$

We would like to emphasize that the above result is not new, but we nevertheless present the derivation here for completeness. Figure 6 shows $p_{inv}$ against $d$ as the latter ranges from 2 to 25. For now, consider only the prime values of $d$. We see that $p_{inv}$ is non-negligible. However, since it is less than 1 there is a good chance that $C$ is non-invertible. We are therefore also interested in finding the expected number of calls required to an oracle that returns a random $n$-element vector from $\mathbb{Z}_d$, before we have a set of $n$ linearly independent vectors. From the perspective of human identification protocols, this
gives us the expected number of challenge-response pairs required to obtain a unique solution through Gaussian elimination. As $p_{inv}$ is quite high, intuitively this number should be very close to $n$. We are interested in finding a bound for the expected number of calls that is linear in $n$.

![Figure 6: The probability that an $n \times n$ matrix over $\mathbb{Z}_d$ is invertible.](image)

We use the following simple strategy to obtain $n$ linearly independent vectors: We retain the first non-zero vector. Subsequently, if the $i$th vector is linearly dependent on the set of $i-1$ vectors thus obtained, we discard it. Otherwise we include it in the set. Notice that this strategy is optimal in terms of the number of oracle calls provided the probability of obtaining the $i$th linearly independent vector does not depend on a specific set of $i-1$ linearly independent vectors. It is easy to see the strategy is optimal for obtaining the first vector. For the second vector, we see that if it is linearly dependent on the first vector, then replacing it with the first vector has no influence on the probability of the second vector being linearly independent. For the third vector, if it is dependent on one of the two vectors, replacing it with one of the vectors still gives us only two linearly dependent vectors and we are at the same place. Replacing it with both the vectors will give us one vector less and the probability to obtain 3 linearly independent vectors will be less than the case in which we discard this third vector. Continuing on this way, we see that this strategy is indeed optimal.

Let $X_i$ denote the number of oracle calls required to obtain the $i$th linearly independent vector given that we have $i-1$ linearly independent vectors. Then $X_i$ is a geometric random variable whose expected value is

$$E[X_i] = \frac{d^n}{d^n - d^{i-1}},$$

which is the reciprocal of the probability that the $i$th vector is linearly independent. Let $X$ denote the total number of oracle calls required to obtain $n$ linearly independent vectors. Then

$$X = X_1 + X_2 + \cdots + X_n.$$

And therefore, the expected value is

$$E[X] = E[X_1] + E[X_2] + \cdots + E[X_n]$$

$$= \frac{d^n}{d^n - d^0} + \frac{d^n}{d^n - d^1} + \cdots + \frac{d^n}{d^n - d^{n-1}}.$$
\[
= \frac{d^n}{d^n} \left( \frac{1}{1 - \frac{1}{d^n}} + \frac{1}{1 - \frac{1}{d^{n-1}}} + \cdots + \frac{1}{1 - \frac{1}{d^{n-1}}} \right)
= \frac{1}{1 - \frac{1}{d^n}} + \frac{1}{1 - \frac{1}{d^{n-1}}} + \cdots + \frac{1}{1 - \frac{1}{d^{n-1}}}
= \frac{d}{d - 1} + \frac{d^2}{d^2 - 1} + \cdots + \frac{d^n}{d^n - 1}
= \frac{d - 1 + 1}{d - 1} + \frac{d^2 - 1 + 1}{d^2 - 1} + \cdots + \frac{d^n - 1 + 1}{d^n - 1}
= \left(1 + \frac{1}{d - 1}\right) + \left(1 + \frac{1}{d^2 - 1}\right) + \cdots + \left(1 + \frac{1}{d^n - 1}\right)
= n + \sum_{i=1}^{n} \frac{1}{d^i - 1}
\tag{10}
\]

Now, we show by induction that
\[
d^i - 1 \geq d^{i-1}
\tag{11}
\]
for all \(i \geq 1\). First, let \(i = 1\). This gives us \(d^1 - 1 \geq d^0 \Rightarrow d - 1 \geq 1 \Rightarrow d \geq 2\), which is true by the definition of \(d\). Now assume that for all positive integers less than \(r\), \(d^r - 1 \geq d^{r-1}\). Then
\[
d^r \geq d^{r-1} + 1
\Rightarrow d^{r+1} \geq (d^{r-1} + 1)d
\Rightarrow d^{r+1} \geq d^{r-1}d + d
\Rightarrow d^{r+1} \geq d^r + d > d^r + 1
\Rightarrow d^{r+1} - 1 > d^r,
\]
which proves the Inequality (11). Using this result in Eq. (10), gives us
\[
E[X] \leq n + \sum_{i=1}^{n} \frac{1}{d^i - 1}.
\]

By changing the variable \(i\) to \(j = i - 1\), we see that the sum above is translated into the sum of the first \(n\) terms of a geometric series with the first term 1 and common ratio \(\frac{1}{d}\). Thus, the sum above is
\[
\frac{1 - \left(\frac{1}{d}\right)^n}{1 - \frac{1}{d}} = \frac{d^n - 1}{d^n - d - 1}.
\]

Therefore,
\[
E[X] \leq n + \frac{d^n - 1}{d^n - d - 1} \cdot \frac{d}{d - 1} < n + \frac{d}{d - 1},
\tag{12}
\]
where we have used the fact that \(\frac{d^n - 1}{d^n} < 1\) for all \(d > 1\) and \(n \geq 0\). Figure 7 shows the bounded versus actual expected values \(E[X]\) against \(d\). The next section explains how the values are obtained for composite \(d\).

A.2 When \(d\) is Composite

Now, when \(\mathbb{Z}_d\) is not a field, i.e., \(d\) is composite, the matrix \(C\) is invertible if and only if \(\text{det}(C)\) is invertible, which is equivalent to saying that \(\text{det}(C)\) is a unit of the commutative ring \(\mathbb{Z}_d\) [44, 45]. Recall that a unit is an element of the ring which has an inverse. For instance, in \(\mathbb{Z}_4\), the only units...
are 1 and 3. In the case of matrices over commutative rings too, the existence of an invertible matrix $C$ is equivalent to saying that a unique solution exists [44,45]. Thus, the above system of congruences has a unique solution if and only if $C$ is invertible in $\mathbb{Z}_d$. If that is the case, one can apply Gaussian elimination to find the vector $x$. Notice that Gaussian elimination can be modified slightly to be used in the ring $\mathbb{Z}_d$, where $d$ is composite. Namely, by avoiding multiplication of rows by zero divisors. See for instance [46] and [47, §14.5, p. 397]. Recall that a zero divisor $a$ is a non-zero element of the commutative ring such that $ab = 0$ for some non-zero element $b$ of the ring. For instance, 2 is a zero divisor of the ring $\mathbb{Z}_4$.

In case $\mathbb{Z}_d$ is a commutative ring with 1, the number of invertible matrices are [48]

$$\eta(n,d) = d^n \prod_{i=1}^{k} \prod_{j=1}^{n} (1 - p_i^{-j}).$$

The invertibility probability $p_{\text{inv}}$ is then

$$p_{\text{inv}} = \frac{d^n \prod_{i=1}^{k} \prod_{j=1}^{n} (1 - p_i^{-j})}{d^{kn}} = \prod_{i=1}^{k} \prod_{j=1}^{n} (1 - p_i^{-j}).$$

Notice that when $d$ is a prime, the only prime factor of $d$ is $d$ itself. Therefore, the above formula agrees with the previous case. Looking at Figure 6, we see that while $p_{\text{inv}}$ is less than the case when $d$ is a prime, it is still non-negligible. We again want to find a bound on the expected number of oracle calls required to obtain $n$ linearly independent vectors. To obtain the bound we use a lemma from [48] about the rank of an $n \times n$ matrix over $\mathbb{Z}_d$. Let $C$ be an $m \times n$ matrix where $m \leq n$. Let $\text{rank}(C)$ denote the rank of the matrix $C$ which is defined as follows: The rank of $C$ is 0 if and only if there exists an $a \in \mathbb{Z}_d$ such that $ac_{i,j} \equiv 0 \mod d$ for all $c_{i,j} \in C$. If this is not the case then the rank of $C$ is the greatest integer $r \geq 1$ such that $a \cdot \det(C_{i,j}) \equiv 0 \mod d$ implies that $a = 0$ for each $r \times r$ minor $C_{i,j}$ of $C$ [48]. This is sometimes referred to as the McCoy rank [45]. Notice that if $d$ is a prime, this corresponds to the usual definition of rank. We shall use the following theorem which can be traced back to McCoy [44,45]:

![Figure 7: The actual versus bounded expected number of calls $E[X]$ to an oracle required to obtain $n$ linearly independent vectors in $\mathbb{Z}_d^n$.](image)
Theorem 2. Let $C$ be an $n \times n$ matrix over $\mathbb{Z}_d$. Then $\text{rank}(C) = n$ if and only if $\det(C)$ is a unit in $\mathbb{Z}_d$ if and only if the $n$ rows (or columns) of $C$ are linearly independent.

Note that this theorem establishes the link between linear independence and full rank of matrices over $\mathbb{Z}_d$ when $d$ is composite. Assume $C$ is an $m \times n$ matrix, then $\pi_a(C)$ is defined as the $m \times n$ matrix obtained by replacing each element of $C$ by its residue modulo $a$, where $a \leq d$. We say that $\pi_a(C)$ is the projection of $C$ modulo $a$. The following is a rewording of the lemma from [48] for the specific ring $\mathbb{Z}_d$:

**Lemma 3.** Let $p_1^{\alpha_1}p_2^{\alpha_2} \cdots p_k^{\alpha_k}$ be the prime factorization of $d$. Let $C$ be an $n \times n$ matrix over $\mathbb{Z}_d$, then

$$\text{rank}(C) = \min\{\text{rank}(\pi_{p_1^{\alpha_1}}(C)), \text{rank}(\pi_{p_2^{\alpha_2}}(C)), \ldots, \text{rank}(\pi_{p_k^{\alpha_k}}(C))\}.$$  

Finally, we shall use the following lemma:

**Lemma 4.** Let $p$ be a prime and let $\alpha \geq 1$ be a positive integer. Let $C$ be an $n \times n$ matrix over $\mathbb{Z}_{p^\alpha}$, then $\text{rank}(C) = n$ if and only if $\text{rank}(\pi_p(C)) = n$.

**Proof.** First note that if $\alpha = 1$ then the relation trivially holds. Therefore, we may assume $\alpha \geq 2$. First suppose $\text{rank}(C) = r$ and $\text{rank}(\pi_p(C)) = n$ where $r < n$. Since the rank of $\pi_p(C)$ is $n$, its $n$ rows $c_1, \ldots, c_n$ are linearly independent vectors. Their counterparts in $C$ can be written uniquely as

$$c'_i = q_ip + c_i,$$

where $q_i$ is the quotient vector. Since the rank of $C$ is less than $n$, by Theorem 2 these $n$ vectors must be linearly dependent modulo $p^\alpha$. Therefore,

$$\sum_{i=1}^{n} a_ic'_i \equiv 0 \mod p^\alpha \Rightarrow \sum_{i=1}^{n} a_iq_ip + \sum_{i=1}^{n} a_ic_i \equiv 0 \mod p^\alpha,$$

for some $a_i \in \mathbb{Z}_{p^\alpha}$ not all congruent to zero modulo $p^\alpha$. For some quotient vector $q_i$ the above congruence can be written as

$$\Rightarrow \sum_{i=1}^{n} a_iq_ip + \sum_{i=1}^{n} a_ic_i = q_ip^\alpha \quad (13)$$

As these vectors are linearly independent in $\pi_p(C)$, all non-zero $a_i$’s should be multiples of $p$. Thus $a_i = b_ip^{\beta_i}$ for all non-zero $a_i$’s, where $b_i \in \{1, \ldots, p-1\}$ and $1 \leq \beta_i < \alpha$. Let $\beta_j$ be the minimum of such $\beta_i$’s, where $j \in \{1, \ldots, n\}$. Now, Eq. (13) can be written as

$$\sum_{i=1}^{n} a_iq_ip + \sum_{i \neq j} a_ic_i + b_jp^{\beta_j}c_j = q_ip^\alpha \Rightarrow \sum_{i=1}^{n} a_iq_ip + \sum_{i \neq j} a_ic_i + b_jp^{\beta_j}c_j = q_ip^{\alpha - \beta_j - 1}pp^{\beta_j}.$$
Now, clearly $p^{\beta_j}$ divides the right hand side. Since $\beta_j$ is the minimum of the $\beta_i$’s it divides the left hand side as well (trivially dividing the zero $a_i$’s). Therefore, we can cancel $p^{\beta_j}$ on both sides, and write the above as a congruence modulo $p$. Note that the left most term being a multiple of $p$ vanishes as a result. In the resulting congruence, $b_j$ is non-zero by definition. Therefore, we reach a contradiction that the set of $n$ vectors are linearly dependent in $\pi_p(C)$.

Now assume $\text{rank}(C) = n$ and $\text{rank}(\pi_p(C)) = r$, where $r < n$. Let $c_1, \ldots, c_n$ be the set of $n$ linearly independent rows of $C$ guaranteed by Theorem 2. Define:

$$c_i = q_ip + c_i',$$

where $q_i$ is the quotient vector and $c_i' \in \mathbb{Z}_p^n$, for all $i \in \{1, \ldots, n\}$. Since the rank of $\pi_p(C)$ is less than $n$, the $n$ vectors $c_i'$ should be linearly dependent modulo $p$. In other words

$$\sum_{i=1}^{n} a_ic_i' \equiv 0 \mod p,$$

for some $a_i \in \mathbb{Z}_p$ not all congruent to zero modulo $p$. The above congruence can be written as the following equality for some quotient vector $q_i$,

$$\sum_{i=1}^{n} a_i(c_i - q_ip) = qp$$

$$\Rightarrow \sum_{j=1}^{n} a_i c_i - n a_ipq_i = qp.$$

Multiplying the above by $p^{\alpha_i-1}$, we obtain

$$\sum_{j=1}^{n} a_jp^{\alpha_i-1}c_i - \sum_{i=1}^{n} a_jp^{\alpha_i}q_i = qp^\alpha$$

$$\Rightarrow \sum_{j=1}^{n} a_jp^{\alpha_i-1}c_i \equiv 0 \mod p^{\alpha}.$$

Since the $c_i$’s are linearly independent modulo $p^{\alpha}$, it must be that $a_jp^{\alpha_i-1}$ is zero modulo $p^{\alpha}$ for all $i$. On the other hand $a_i$ is non-zero modulo $p$ for at least one $i \in \{1, \ldots, n\}$. Let $j$ be that $i$. Then for some non-zero $b$

$$a_jp^{\alpha_i-1} = b \Rightarrow a_jp^{\alpha_i-1} = b \Rightarrow a_j = bp$$

which implies that $a_j$ is zero modulo $p$. Again, a contradiction. The result follows. \qed

Given an oracle that returns a random vector from $\mathbb{Z}_d^n$, where $d$ is composite and has the factorization $p_1^{\alpha_1}p_2^{\alpha_2}\cdots p_k^{\alpha_k}$, we have the following optimal strategy (in terms of number of oracle calls) to obtain a matrix $C$ of rank $n$. We retain the first non-zero vector. For the $i$th vector, for each $p_j$ in the factorization of $d$, we see if the projection of the matrix $i \times n$ modulo $p_j$ is of full rank. If for all $p_j$, the rank is $i$, we add the vector in the collection. Otherwise, we discard it. By the time we have $n$ such vectors, we obtain a square matrix $C$ over $\mathbb{Z}_d$ of rank $n$ which is equivalent to saying that the determinant of this matrix is a unit in $\mathbb{Z}_d$ (Theorem 2). This in turn means that Gaussian elimination will yield a unique solution of Equation 9. By the same argument as in the case of a prime $d$, we see that such a strategy is indeed optimal.

Now, the probability that the projection of the $i$th vector is linearly independent modulo each $p_j$ is given by

$$\frac{\prod_{j=1}^{k} p_j^{(\alpha_j-1)n}(p_j^n - p_j^{i-1})}{\prod_{j=1}^{k} p_j^{\alpha_j n}}.$$
This is true since each vector in \( \mathbb{Z}_{p_j}^n \) corresponds to \( p_j^{(\alpha-1)n} \) different vectors in \( \mathbb{Z}_d^n \). Furthermore, a random vector from \( \mathbb{Z}_d^n \) is also random modulo \( p_j \). Therefore, the individual probabilities are independent for all \( p_j \). Finally, the total number of vectors is \( d^n \), giving us the denominator in the above probability. Let \( X_i \) be the number of oracle calls required to obtain the \( i \)th vector such that its projection is linearly independent modulo each \( p_j \), given that we have \( i - 1 \) such vectors. As before, \( X_i \) is a geometric random variable whose expected value is the reciprocal of the above defined probability. Therefore

\[
E[X_i] = \frac{\prod_{j=1}^k p_j^{\alpha_j n}}{\prod_{j=1}^k (p_j^{\alpha_j n - 1} - p_j^{i-1})}
\]

\[
= \frac{\prod_{j=1}^k p_j^{\alpha_j n}}{\prod_{j=1}^k p_j^{\alpha_j n} - (p_j^n - p_j^{i-1})}
\]

\[
= \frac{\prod_{j=1}^k p_j^{\alpha_j n}}{\prod_{j=1}^k p_j^{\alpha_j n} \prod_{j=1}^k (1 - p_j^{-n+i-1})}
\]

\[
= \prod_{j=1}^k (1 - \frac{1}{p_j^{n+i-1}})
\]

Now let \( X \) denote the total number of oracle calls required to obtain \( n \) linearly independent vectors. Then

\[
X = X_1 + X_2 + \cdots + X_n.
\]

And the expected value is

\[
E[X] = \sum_{i=1}^n E[X_i]
\]

\[
= \sum_{i=1}^n \frac{1}{\prod_{j=1}^k (1 - \frac{1}{p_j^{n+i-1}})}
\]

\[
= \sum_{i=1}^n \frac{1}{\prod_{j=1}^k (1 - \frac{1}{p_j^i})}
\]

\[
= \sum_{i=1}^n \prod_{j=1}^k \left( \frac{p_j^i - 1 + 1}{p_j^i - 1} \right)
\]

\[
= \sum_{i=1}^n \prod_{j=1}^k \left( 1 + \frac{1}{p_j^i - 1} \right)
\]

\[
\leq \sum_{i=1}^n \prod_{j=1}^k \left( 1 + \frac{1}{p_j^{i-1}} \right)
\]

where in the last step we have used Inequality (11). Now, \( p_j \geq 2 \). This implies that

\[
1 + \frac{1}{p_j^{i-1}} \leq 1 + \frac{1}{2^{i-1}}
\]
Putting this in the above, we get

\[
E[X] \leq \sum_{i=1}^{n} \prod_{j=1}^{k} \left(1 + \frac{1}{2^j - 1}\right)
\]

\[
= \sum_{i=1}^{n} \left(1 + \frac{1}{2^i - 1}\right)^k
\]

\[
= \sum_{i=1}^{n} \sum_{j=0}^{k} \binom{k}{j} \left(\frac{1}{2^i - 1}\right)^j
\]

\[
= \sum_{j=0}^{k} \binom{k}{j} \sum_{i=1}^{n} \left(\frac{1}{2^i - 1}\right)^j
\]

\[
= \sum_{j=0}^{k} \binom{k}{j} \sum_{i=1}^{n} \left(\frac{1}{2^j}\right)^{i-1}
\]

\[
= \binom{k}{0} \sum_{i=1}^{n} \left(\frac{1}{2^i}\right)^{i-1} + \sum_{j=1}^{k} \binom{k}{j} \sum_{i=1}^{n} \left(\frac{1}{2^j}\right)^{i-1}
\]

\[
= n + \sum_{j=1}^{k} \binom{k}{j} \sum_{i=1}^{n} \left(\frac{1}{2^j}\right)^{i-1}
\]

With the change of variable \(l = i - 1\), we see that the inner sum is the sum of first \(n\) terms of the geometric series whose first term is 1 and common ratio is \(\frac{1}{2^j}\). This sum is

\[
\frac{1 - \frac{1}{2^n}}{1 - \frac{1}{2^j}} = \frac{2^n - 1}{2^j - 1} < \frac{2^j - 1 + 1}{2^j - 1} = 1 + \frac{1}{2^j - 1},
\]

where we have used the observation that \(\frac{2^n - 1}{2^j} < 1\) for all \(n \geq 0\). Thus,

\[
E[X] < n + \sum_{j=1}^{k} \binom{k}{j} \left(1 + \frac{1}{2^j - 1}\right)
\]

\[
= n + \sum_{j=1}^{k} \binom{k}{j} + \sum_{j=1}^{k} \binom{k}{j} \frac{1}{2^j - 1}
\]

\[
= n + 2^k - 1 + \sum_{j=1}^{k} \binom{k}{j} \frac{1}{2^j - 1},
\]

where above we have used the identity

\[
\sum_{j=0}^{k} \binom{k}{j} = 2^k \Rightarrow \sum_{j=1}^{k} \binom{k}{j} = 2^k - 1.
\]

Now, again invoking Inequality (11) we see that

\[
E[X] < n + 2^k - 1 + \sum_{j=1}^{k} \binom{k}{j} \frac{1}{2^{j-1}}
\]

\[
= n + 2^k - 1 + 2 \sum_{j=1}^{k} \binom{k}{j} \frac{1}{2^j}
\]
\begin{align*}
  &= n + 2^k - 1 + 2 \left( \left( 1 + \frac{1}{2} \right)^k - 1 \right) \\
  &= n + 2^k + 2 \left( \frac{3}{2} \right)^k - 3, \\
\end{align*}

where we have used the identity

\[
\sum_{j=0}^{k} \binom{k}{j} \frac{1}{2^j} = \left( 1 + \frac{1}{2} \right)^k = \sum_{j=1}^{k} \binom{k}{j} \frac{1}{2^j} = \left( 1 + \frac{1}{2} \right)^k - 1.
\]

For completeness, one may use the following bound from Robin [49, p. 380] for the number of unique prime factors \( k \) of \( d \) to obtain a bound in \( n \) and \( d \) only:

\[
k \leq 1.38402 \frac{\ln d}{\ln \ln d}.
\]

However, this bound is rather loose for small values of \( d \). Figure 7 shows the actual and bounded expected values \( \mathbb{E}[X] \). The bounded values of \( \mathbb{E}[X] \) for composite \( d \) are obtained by first finding the number of unique prime factors of \( d \) and then using the bound from Inequality (14).

## B Binary Matrices with Fixed Row Weight

In this section we assume that a vector means a row vector unless otherwise implied. Let \( n \geq 2 \) and \( 0 < r < n \). In the following, all computations are done in the vector space \( \mathbb{Z}_2^n \). We are interested in the set

\[
X = \{ x | x \in \mathbb{Z}_2^n \text{ and } \text{wt}(x) = r \}.
\]

First notice that \( X \) is not a subspace of the vector space \( \mathbb{Z}_2^n \). To see this, consider \( n = 4 \) and \( r = 2 \) and the two vectors

\[
(1 \ 0 \ 0 \ 1) \text{ and } (0 \ 1 \ 1 \ 0).
\]

Then their sum is the vector \( (1 \ 1 \ 1 \ 1) \) which is not contained in \( X \). We therefore cannot apply any results about subspaces directly to \( X \). For a subset \( S \) of \( X \), we define the span of \( S \), denoted \( \text{span}(S) \), as the set of all linear combinations of elements of \( S \). We say that the set \( S \) spans \( X \) if \( \text{span}(S) \supseteq X \). If this is true, we call \( S \) a spanning set. Linear dependency of any set of elements in \( S \) follows the usual definition.

We now show that if \( r \) is even, then any set of \( n - 1 \) linearly independent vectors from \( X \) spans \( X \). On the other hand, when \( r \) is odd, any set of \( n \) linearly independent vectors from \( X \) spans \( X \). We consider even and odd \( r \) separately. First, suppose \( r \) is even. We take \( n = 8 \) and \( r = 4 \) as an example. Consider the row vectors of the matrix below

\[
S_{\text{even}} = \begin{pmatrix}
1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 \\
1 & 1 & 1 & 0 & 1 & 0 & 0 & 0 \\
1 & 1 & 1 & 0 & 0 & 1 & 0 & 0 \\
1 & 1 & 1 & 0 & 0 & 0 & 1 & 0 \\
1 & 1 & 1 & 0 & 0 & 0 & 0 & 1 \\
1 & 1 & 0 & 1 & 1 & 0 & 0 & 0 \\
1 & 0 & 1 & 1 & 1 & 0 & 0 & 0
\end{pmatrix}
\]

This is a \( 7 \times 8 \) matrix. We argue that any element of \( X \) can be represented by a linear combination of the rows of \( S_{\text{even}} \), and therefore the rows of \( S_{\text{even}} \) span \( X \). Consider a putative vector \( x \) from \( X \) that cannot be represented as a linear combination of the rows of \( S \). In the following it is convenient to imagine a partition between the first 3 and last 5 columns of \( S_{\text{even}} \). We shall refer to the two partitions
as $C_3$ and $C_5$ respectively. For a vector $x$ we say it has $i$ ones in $C_3$ and $r-i$ ones in $C_5$ to mean that $x$ has $i$ ones in the first 3 columns (or positions) and $r-i$ ones in the last 5 columns (or positions). Note that any vector $x$ in our example has $r = 4$ ones. There are four possible cases.

1. The vector $x$ has 3 ones in $C_3$ and the last one in $C_5$. In this case we can represent $x$ as one of the first 5 rows.

2. The vector $x$ has 2 ones in $C_3$ and the remaining two in $C_5$. First assume that the 2 ones in $C_3$ are arranged in either of the two configurations corresponding to the last two rows of $S_{\text{even}}$. Clearly, the two 2 ones of $x$ in $C_5$ cannot be in positions 4 and 5 (otherwise it is one of the last two vectors). For other cases, we pick the two rows from $S$ whose one in $C_5$ corresponds to the ones of $x$ in $C_5$ and add them. This gives us a vector which has 2 ones in the correct position in $C_5$. The rest of the vector has all zeros. We then add to this vector row 6 or 7 depending on which has the same configuration as $x$ in $C_3$. Depending on the position of the 2 ones of $x$ in $C_5$, this addition can disturb the configuration in $C_5$ by either adding two additional ones or flipping one of the desired ones and adding another one. In any case, we can select two appropriate rows from the first 5 rows of $S_{\text{even}}$ and add them to this vector to obtain the desired configuration. The only case left is when the configuration of $x$ in $C_3$ is $(0 \ 1 \ 1)$. Such a vector can be obtained by adding the last two rows of $S_{\text{even}}$, which gives us the correct configuration in $C_3$. The remaining two ones can be obtained by adding 2 appropriate rows from the first 5 rows.

3. The vector $x$ has 1 one $C_3$ and the remaining 3 in $C_5$. We pick 3 rows from the first 5 in $S_{\text{even}}$ which have ones in the corresponding positions in $C_5$. This gives us the configuration $(1 \ 1 \ 1)$ in $C_3$. If the desired configuration in $C_3$ is $(0 \ 0 \ 1)$ or $(0 \ 1 \ 0)$, we can add the row from $S_{\text{even}}$ having $(1 \ 1 \ 0)$ or $(1 \ 0 \ 1)$ as its configuration in $C_3$, respectively. Finally we add two of the first 5 rows to return to the correct configuration in $C_5$. If the desired configuration in $C_3$ is $(1 \ 0 \ 0)$, we simply add the last two rows together to obtain the desired $x$.

4. The vector $x$ has all 4 ones in $C_5$. In this case we add the 4 rows from the first 5 rows of $S_{\text{even}}$ which have ones in the correct positions giving us the vector $x$. This sum will have all zeros in $C_3$.

It is easy to see that the rows of $S_{\text{even}}$ are linearly independent. For, the first 5 rows cannot be written as the linear combination of each other due to their configuration in $C_5$. Row 6 cannot be written as the linear combination of the first 5 due to its configuration in $C_3$. The same applies for the last row.

For odd $r$, we consider the example with $n = 8$ and $r = 3$. We have the following $8 \times 8$ matrix whose rows span $X$:

$$S_{\text{odd}} = \begin{pmatrix}
1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 \\
1 & 1 & 0 & 1 & 0 & 0 & 0 & 0 \\
1 & 1 & 0 & 0 & 1 & 0 & 0 & 0 \\
1 & 1 & 0 & 0 & 0 & 1 & 0 & 0 \\
1 & 1 & 0 & 0 & 0 & 0 & 1 & 0 \\
1 & 1 & 0 & 0 & 0 & 0 & 0 & 1 \\
1 & 0 & 1 & 1 & 0 & 0 & 0 & 0 \\
0 & 1 & 1 & 1 & 0 & 0 & 0 & 0
\end{pmatrix}$$

(16)

This can be proved in a similar manner as in the case with $n = 8$ and $r = 4$. More specifically, we imagine a split between the first 2 and the last 6 columns of $S_{\text{odd}}$, and consider the different cases.

Now, we show why the discrepancy between odd and even $r$ exists. We begin with the case of odd
r. Consider the $i \times (i + j)$ matrix of the form

\[
S_1 = \begin{pmatrix}
1 & 1 & \cdots & 1 & 0 & 1 & 1 & 0 & \cdots & 0 \\
1 & 1 & \cdots & 0 & 1 & 1 & 1 & 0 & \cdots & 0 \\
& & \vdots & & & \vdots & & & \\
1 & 0 & \cdots & 1 & 1 & 1 & 1 & 0 & \cdots & 0 \\
0 & 1 & \cdots & 1 & 1 & 1 & 1 & 0 & \cdots & 0
\end{pmatrix}
\]

Consider also the $j \times (i + j)$ matrix of the form

\[
S_2 = \begin{pmatrix}
1 & 1 & \cdots & 1 & 1 & 0 & 0 & \cdots & 0 \\
1 & 1 & \cdots & 1 & 1 & 0 & 1 & 0 & \cdots & 0 \\
& & \vdots & & & \vdots & & & \\
1 & 1 & \cdots & 1 & 1 & 0 & 0 & 0 & 1
\end{pmatrix}
\]

Pick any row $s$ in $S_1$. If $i - 1$ is even then the sum of the $i - 1$ rows of $S_1$ excluding $s$, denoted $s'$, agrees with $s$ in $C_i$. This is true since for the position of the 0 of $s$ in $C_i$, there are $i - 1$ ones in the sum, which is an even number. On the other hand, for the rest of the positions in $C_i$ there are $i - 2$ ones, an odd number. The positions $i + 1$ and $i + 2$ have zeros, since $i - 1$ is even. We can then add the first two rows of $S_2$ to this sum to obtain $s$.

On the other hand if $i - 1$ is odd then $s'$ is a vector which is an inverted form of $s$ in $C_i$. Furthermore, it has a 1 in each of the positions $i + 1$ and $i + 2$. To convert this to the correct form, we need to add to it one of the vectors from $S_2$. But such a vector also has another 1 in $C_j$. Adding such a vector does not give us the desired configuration. The same is true for any combination of vectors from $S_2$.

We have the following theorem whose proof is a straightforward generalization of above.

**Theorem 3.** Let $n \geq 2$ and let $0 < r < n$. Let $S_1$ be the $(n - r + 1) \times n$ matrix

\[
(1_{n-r+1,r-1} \ I_{n-r+1})
\]

and let $S_2$ be the $(r - 1) \times n$ matrix

\[
(1_{r-1} - I_{r-1}^{2 \times r} \ I_{r-1,2} \ 0_{r-1,n-r-1}).
\]

Further, let $S'$ be the $n \times n$ matrix

\[
\begin{pmatrix}
S_1 \\
S_2
\end{pmatrix}
\]

Then, if $r$ is odd, the rows of the matrix $S = S'$ are linearly independent and span $X$. If $r$ is even, the rows of the matrix $S$, obtained by removing the last row of $S'$, are linearly independent rows and span $X$.

The following corollary can be proved with the standard techniques in linear algebra.

**Corollary 1.** Let $S$ be the spanning set of $X$ as defined in the above theorem. Then, any spanning set of $X$ with vectors from $X$ has $|S|$ vectors.

From this it follows that

**Corollary 2.** Let $C$ be a random $n \times n$ binary matrix each row of which has Hamming weight $r = \lfloor \frac{n}{2} \rfloor$. Then $\text{rank}(C) \leq n - 1$ if $r$ is even and $\text{rank}(C) \leq n$ otherwise.
C Solution to the Recurrence Relation $P(r, c)$

To find the solution to Eq. (4) we use the notion of generating functions [39, §7]. Let $G(x, y)$ be the generating function

$$G(x, y) = \sum_{r \geq 0, c \geq 0} P(r, c)x^ry^c. \quad (17)$$

Multiplying the above by $1 - x - y$, we get

$$G(x, y)(1 - x - y) = \sum_{r \geq 0, c \geq 0} P(r, c)x^ry^c \quad (18)$$

$$- x \sum_{r \geq 0, c \geq 0} P(r, c)x^ry^c \quad (19)$$

$$- y \sum_{r \geq 0, c \geq 0} P(r, c)x^ry^c. \quad (20)$$

Now,

$$\sum_{r \geq 0, c \geq 0} P(r, c)x^ry^c = \sum_{r_1 \geq 1, c_1 \geq 1} P(r_1, c_1)x^{r_1}y^{c_1} + \sum_{r_1 \geq 1} P(0, c_1)x^ry^c + \sum_{c_1 \geq 1} P(r_1, 0)x^r + P(0, 0). \quad (21)$$

This implies that

$$x \sum_{r \geq 1, c \geq 1} P(r, c)x^ry^c = x \sum_{r_1 \geq 1, c_1 \geq 1} P(r_1, c_1)x^{r_1}y^{c_1} + x \sum_{r_1 \geq 1} P(0, c_1)x^ry^c + x \sum_{c_1 \geq 1} P(r_1, 0)x^r + xP(0, 0). \quad (22)$$

Now note that

$$x \sum_{r \geq 1} P(r, c)x^r = \sum_{r \geq 1} P(r - 1, c)x^r - xP(0, c).$$

Thus,

$$x \sum_{r \geq 1, c \geq 1} P(r, c)x^ry^c = \sum_{c_1 \geq 1} y^{c_1} \left( x \sum_{r_1 \geq 1} P(r_1, c_1)x^{r_1} \right)$$

$$= \sum_{c_1 \geq 1} \sum_{r_1 \geq 1} P(r_1, c_1)x^{r_1}y^{c_1} - x \sum_{c_1 \geq 1} P(0, c_1)y^{c_1}.$$ 

In particular

$$x \sum_{r \geq 1} P(r, 0)x^r = \sum_{r \geq 1} P(r - 1, 0)x^r - xP(0, 0).$$

$^9$The derivation in this section follows the sketch described in http://math.stackexchange.com/questions/206158.
Putting these results in Eq. (22), we get
\[
x \sum_{r \geq 0 \geq c} P(r, c) x^r y^c = \sum_{r \geq 1 \geq c} P(r - 1, c) x^r y^c - x \sum_{c \geq 1} P(0, c) y^c \\
+ \sum_{r \geq 1} P(r - 1, 0) x^r - x P(0, 0) \\
x \sum_{c \geq 1} P(0, c) y^c + x P(0, 0) \\
= \sum_{c \geq 1} P(r - 1, c) x^r y^c + \sum_{r \geq 1} P(r - 1, 0) x^r.
\] (23)

By symmetry
\[
y \sum_{r \geq 0 \geq c} P(r, c) x^r y^c = \sum_{c \geq 1} \sum_{r \geq 1} P(r, c - 1) x^r y^c + \sum_{c \geq 1} P(0, c - 1) y^c.
\] (24)

Putting in the values from Equations 21, 23 and 24 into 18, 19 and 20 respectively, we get
\[
G(x, y)(1 - x - y) = \sum_{r \geq 1 \geq c} P(r, c) x^r y^c + \sum_{r \geq 1} P(r, 0) x^r \\
+ \sum_{c \geq 1} P(0, c) y^c + P(0, 0) \\
- \sum_{c \geq 1} \sum_{r \geq 1} P(r - 1, c) x^r y^c - \sum_{r \geq 1} P(r - 1, 0) x^r \\
- \sum_{c \geq 1} \sum_{r \geq 1} P(r, c - 1) x^r y^c - \sum_{c \geq 1} P(0, c - 1) y^c \\
= \sum_{r \geq 1 \geq c} (P(r, c) - P(r - 1, c) - P(r - 1, c)) x^r y^c \\
+ \sum_{r \geq 1} (P(r, 0) - P(r - 1, 0)) x^r \\
+ \sum_{c \geq 1} (P(0, c) - P(0, c - 1)) y^c \\
+ P(0, 0).
\]

Now, by definition \(P(r, c) = P(r - 1, c) + P(r, c - 1), P(r, 0) = 1\) for all \(r \geq 0\) and \(P(0, c) = 1\) for all \(c \geq 0\). Therefore, all the terms on the right hand side above vanish except \(P(0, 0) = 1\). We therefore get
\[
G(x, y) = \frac{1}{1 - x - y}.
\] (25)

Now assume that \(x + y < 1\), then the right hand side above is the sum of the geometric series whose first term is 1 and common ratio is \(x + y\). Therefore,
\[
\frac{1}{1 - x - y} = \sum_{i \geq 0} (x + y)^i \\
= \sum_{i \geq 0} \sum_{j=0}^i \binom{i}{j} x^{i-j} y^j
\]
\[
\begin{align*}
&= \sum_{j=0}^{0} \binom{0}{j} x^{0-j} y^j + \sum_{j=0}^{1} \binom{1}{j} x^{1-j} y^j + \sum_{j=0}^{2} \binom{2}{j} x^{2-j} y^j + \ldots \\
&= \binom{0}{0} x^0 y^0 \\
&\quad + \binom{1}{0} x^1 y^0 + \binom{1}{1} x^0 y^1 \\
&\quad + \binom{2}{0} x^2 y^0 + \binom{2}{1} x^1 y^1 + \binom{2}{2} x^0 y^2 \\
&\quad + \ldots \\
&= \binom{0}{0} x^0 y^0 + \binom{1}{1} x^0 y^1 + \binom{2}{2} x^0 y^2 + \ldots \\
&\quad + \binom{1}{0} x^1 y^0 + \binom{2}{1} x^1 y^1 + \binom{3}{2} x^1 y^2 + \ldots \\
&\quad + \binom{2}{0} x^2 y^0 + \binom{3}{1} x^2 y^1 + \binom{4}{2} x^2 y^2 + \ldots \\
&\quad + \ldots \\
&= \sum_{j=0}^{j} \binom{j}{j} x^0 y^j + \sum_{j=0}^{j} \binom{j+1}{j} x^1 y^j + \sum_{j=0}^{j} \binom{j+2}{j} x^2 y^j + \ldots \\
&= \sum_{i \geq 0, j \geq 0} \binom{i+j}{j} x^i y^j. \\
\end{align*}
\]

Thus, Eq. (25) becomes

\[
G(x, y) = \sum_{i \geq 0, j \geq 0} \binom{i+j}{j} x^i y^j. 
\] (27)

Comparing Eq. (17) with Eq. (27), we finally get

\[
P(r, c) = \binom{r+c}{c} = \binom{r+c}{r}. 
\]