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Abstract—Discrete Gaussian sampling is an integral part of many lattice based cryptosystems such as public-key encryption, digital signature schemes and homomorphic encryption schemes. In this paper we propose a compact and fast Knuth-Yao sampler for sampling from a narrow discrete Gaussian distribution with very high precision. The designed samplers have a maximum statistical distance of $2^{-90}$ to a true discrete Gaussian distribution. In this paper we investigate various optimization techniques to achieve minimum area and cycle requirement. For the standard deviation 3.33, the most area-optimal implementation of the bit-scan operation based Knuth-Yao sampler consumes 30 slices on the Xilinx Virtex 5 FPGAs, and requires on average 17 cycles to generate a sample. We improve the speed of the sampler by using a precomputed table that directly maps the initial random bits into samples with very high probability. The fast sampler consumes 35 slices and spends on average 2.5 cycles to generate a sample. However the sampler architectures are not secure against timing and power analysis based attacks. In this paper we propose a random shuffle method to protect the Gaussian distributed polynomial against such attacks. The side channel attack resistant sampler architecture consumes 52 slices and spends on average 420 cycles to generate a polynomial of 256 coefficients.
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I. INTRODUCTION

Most currently used public-key cryptosystems are based on difficult number theoretic problems such as integer factorization or discrete logarithm problem. Though these problems are difficult to solve using present day digital computers, they can be solved in polynomial time on large quantum computers using Shor’s algorithm. Although quantum computing is still in a primitive stage, significant research is going on to develop powerful quantum computers for military applications such as cryptanalysis [1]. As a result, the possible appearance of powerful quantum computers could bring disaster for our present day public-key infrastructure.

Lattice-based cryptography is considered as a strong candidate for public key cryptography in the era of quantum computing. Advantages of lattice-based cryptography over other conventional public key schemes are its strong security proofs, vast range of applicability [2] and computational efficiency. In the present decade, beside significant progress in the theory of lattice-based cryptography, efficient implementations [3], [4], [5], [6], [7], [8], [9], [10], [11], [12], [13] have increased practicality of the schemes.

Sampling from a discrete Gaussian distribution is an essential part in many lattice-based cryptosystems such as public key encryption, digital signature and homomorphic encryption. Hence an efficient and secure implementation of discrete Gaussian sampling is a key towards achieving practical implementations of these cryptosystems. To achieve efficiency, the sampler architecture should be small and fast. At the same time the sampler should be very accurate so that its statistical distance to a true discrete Gaussian distribution is negligible to satisfy the security proofs [14].

The most commonly used methods for sampling from a discrete Gaussian distribution are based on the rejection and inversion methods. However these methods are very slow and consume a large number of random bits. The first hardware implementation of a discrete Gaussian sampler [4] uses a Gaussian distributed array indexed by a (pseudo)random number generator. However the sampler has a low precision and a small tail bound ($2\sigma$) which results in a large statistical distance to the true discrete Gaussian distribution. A more efficient sampler in [6] uses an inversion method which compares random probabilities with a cumulative distribution table. In the hardware architecture an array of parallel comparators is used to map a random probability into a sample value. To satisfy a negligible statistical distance, the sampler requires very large comparator circuits. This increases area and delay of the sampler. The first compact implementation with negligible statistical distance was proposed in [7]. The sampler is based on the Knuth-Yao random walk algorithm [15]. The advantage of this algorithm is that it requires a near-optimal number of random bits to generate a sample point in the average case. The sampler was designed to attain a statistical distance less than $2^{-90}$ to a true discrete distribution for the standard deviation $\sigma = 3.33$. On the Xilinx Virtex V FPGA, the sampler consumes 47 slices and requires on average 17 cycles to compute a sample point. Later in [11] a very small-area Bernoulli sampler architecture was presented. The sampler consumes only 37 slices and spends on average 144 cycles to generate a sample. In [10] an efficient sampler architecture was proposed for sampling from wider discrete Gaussian distributions that are suitable for the lattice based digital signature scheme BLISS [16]. In this paper we focus on designing compact, fast and secure samplers for the narrow discrete Gaussian distributions that are normally used in the lattice based encryption schemes.
Our contributions: In this paper we propose a compact and fast discrete Gaussian sampler based on the Knuth-Yao random walk. As the Knuth-Yao random walk is not a constant-time operation, the discrete Gaussian sampler is vulnerable to side-channel attacks. In this paper we propose a technique to prevent such attacks. In particular, we make the following contributions:

1) The compact Knuth-Yao sampler proposed in [7] is composed of mainly a ROM, a scan register and several small counters. The sampler consumes 47 slices on a Xilinx Virtex 5 FPGA for the standard deviation $\sigma = 3.33$. The area requirement of the sampler is mostly due to the ROM and the scan-register. In this paper we reduce the total area consumption of the sampler by reducing the width of the ROM and the scan-register. We also optimize the control signal generation block to finally achieve an area of only 30 slices for the overall sampler. In this paper we provide a detailed internal architecture of the sampler along with the control signal generation block.

2) The basic Knuth-Yao sampler [7] performs a random walk determined by a sequence of random bits and by the probability bits from the ROM. This bit scanning operation is sequential and thus the sampler in [7] requires on average 17 cycles to obtain a sample point. To achieve faster computation time, we increase the speed of the sampler by using a dedicated small lookup table that maps the initial random bits directly into a sample point (with large probability) or into an intermediate position in the random walk.

3) The Knuth-Yao random walk is not a constant time operation and hence it is possible by an adversary to predict the value of the output sample by performing timing and simple power analysis. In this paper we show how this side channel analysis can be used to break the ring-LWE encryption scheme. Finally we propose a random shuffle method to remove any timing information from a Gaussian distributed polynomial.

The remainder of the paper is organized as follows: Section II provides a brief mathematical background. Implementation strategies for the Knuth-Yao sampler architecture are described in Section III. The hardware architecture for the discrete Gaussian sampler is presented in Section IV. In Section V we describe side channel vulnerability of the sampler architecture along with countermeasures. Detailed experimental results are presented in Section VI.

II. BACKGROUND

Here we recall the mathematical background required to understand the paper.

A. Discrete Gaussian Distribution

A discrete Gaussian distribution defined over $\mathbb{Z}$ with standard deviation $\sigma > 0$ and mean $c \in \mathbb{Z}$ is denoted as $D_{\mathbb{Z},\sigma,c}$. Let $E$ be a random variable distributed as per $D_{\mathbb{Z},\sigma,c}$. This is defined as follows.

$$\Pr(E = z) = \frac{1}{S} e^{-z^2/2\sigma^2} \quad \text{where} \quad S = 1 + 2 \sum_{z=1}^{\infty} e^{-z^2/2\sigma^2}$$

The normalization factor $S$ is approximately $\sigma \sqrt{2\pi}$. For most lattice based cryptosystems the mean $c$ is taken as zero and in such cases we use $D_{\mathbb{Z},\sigma}$ to represent $D_{\mathbb{Z},\sigma,0}$. A discrete Gaussian distribution can also be defined over a lattice $L \subseteq \mathbb{R}^m$. Such a distribution is denoted as $D_{L,\sigma}$ and assigns a probability proportional to $e^{-|x|^2/2\sigma^2}$ to each element $x \in L$. When $L = \mathbb{Z}^m$, the discrete Gaussian distribution $D_{L,\sigma}$ over $L$ is the product distribution of $m$ independent copies of $D_{\mathbb{Z},\sigma}$.

B. Tail and precision bounds

A discrete Gaussian distribution has an infinitely long tail and infinitely high precision for the probabilities of the sample points. In a real-world application it is not possible to design a sampler that can support infinite tail and precision. Indeed in practical applications we put an upper bound on the tail and the precision of the probabilities. Such bounds obviously introduce a non-zero statistical distance to a true discrete Gaussian distribution. To satisfy the security proofs [14], the sampler should have a negligible statistical distance to a true discrete Gaussian distribution. According to Lemma 4.4 in [17], for any $c > 1$ the probability of sampling $v$ from $D_{\mathbb{Z}^m,\sigma}$ satisfies the following inequality.

$$\Pr(|v| > c\sigma \sqrt{m}) < e^{m} e^{\frac{1}{2}(1-\epsilon)^2}$$

(1)

Similarly denote the probability of sampling $z \in \mathbb{Z}$ according to the accurate distribution $D_{\mathbb{Z},\sigma}$ with $p_z$. Assume that the real-world sampler samples $z$ with probability $p_z$ and the corresponding approximate distribution is $D_{\mathbb{Z},\sigma}$. There is an error-constant $\epsilon > 0$ such that $|p_z - p_z| < \epsilon$. The statistical distance between $D_{\mathbb{Z}^m,\sigma}$ corresponding to $m$ independent samples from $D_{\mathbb{Z},\sigma}$ and the true distribution $D_{\mathbb{Z}^m,\sigma}$ [18]:

$$\Delta(D_{\mathbb{Z}^m,\sigma}, D_{\mathbb{Z},\sigma}) < 2^{-k} + 2m\epsilon$$

(2)

Here $\Pr(|v| > z_1 : v \leftarrow D_{\mathbb{Z}^m,\sigma}) < 2^{-k}$ represents the tail bound.

In Table I we show the tail bound $|z_1|$ and the precision bound $\epsilon$ required to satisfy a statistical distance of less than $2^{-90}$ for the Gaussian distribution parameter sets taken from [4]. We first calculate the tail bound $|z_1|$ from Equation 1 for the right-hand side upper bound $2^{-100}$. Then using Equation 2, we derive the precision $\epsilon$ for a maximum statistical distance of $2^{-90}$ and the value of the tail bound $|z_1|$. In practice the tail bounds obtained from Equation 1 are quite loose for the precision values shown in Table I. For all three standard deviations, the probabilities for the sample points greater than 39 become zero up to the given precision bounds.

| $m$ | $\sigma$ | $|z_1|$ | $\epsilon$ |
|-----|----------|--------|---------|
| 256 | 3.33     | 84     | 106     |
| 320 | 3.192    | 86     | 106     |
| 512 | 3.195    | 101    | 107     |

TABLE I

PARAMETER SETS AND PRECISIONS TO ACHIEVE STATISTICAL DISTANCE LESS THAN $2^{-90}$
C. The Knuth-Yao Algorithm

The Knuth-Yao sampling algorithm performs a random walk along a binary tree known as the discrete distribution generating (DDG) tree. A DDG tree is related to the probabilities of the sample points. The binary expansions of the probabilities are written in the form of a binary matrix which we call the probability matrix $P_{mat}$. In the probability matrix the $j$th row corresponds to the probability of the $j$th sample point.

A DDG tree consists of two types of nodes: intermediate nodes (I) and terminal nodes. A terminal node contains a sample point, whereas an intermediate node generates two child nodes in the next level of the DDG tree. The number of terminal nodes in the $i$th level of a DDG is equal to the Hamming weight of the $i$th column of the probability matrix.

An example of a DDG tree corresponding to a probability distribution consisting of three sample points $\{0, 1, 2\}$ with probabilities $p_0 = 0.01110$, $p_1 = 0.11011$ and $p_2 = 0.00101$ is shown in Figure 1. During a sampling operation a random walk is performed starting from the root of the DDG tree. For every jump from one level of the DDG tree to the next level, a random bit is used to determine a child node. The sampling operation terminates when the random walk hits a terminal node. The value of the terminal node is the value of the output sample point.

A naive implementation of a DDG tree requires $O(z_t \epsilon)$ storage space where the probability matrix has a dimension $(z_t + 1) \times \epsilon$. However in practice much smaller space is required as a DDG tree can be constructed on-the-fly from the corresponding probability matrix.

III. EFFICIENT IMPLEMENTATION OF THE KNUTH-YAO ALGORITHM

In this section we present a simple hardware implementation friendly construction of the Knuth-Yao sampling algorithm from our previous paper [7]. However this basic construction is slow due to its sequential bit-scanning operation. In the end of this section we propose a fast sampler architecture using a precomputed lookup table.

A. Construction of the DDG tree at runtime

The Knuth-Yao random walk travels from one level of the DDG tree to the next level after consuming a random bit. During a random walk, the $i$th level of the DDG tree is constructed from the $(i-1)$th level using the $i$th column of the probability matrix. Hence in an efficient implementation of the sampling algorithm, we need to work with only one level of the DDG tree and one column of the probability matrix at a time.

A Knuth-Yao traversal from the $(i-1)$th level of the DDG tree to the $i$th level is shown in Figure 2. Assume that in the $(i-1)$th level, the visited node is the $k$th intermediate node and that there are $d$ intermediate nodes to the right side of the visited node. Now the random walk consumes one random bit and visits a child node in the $i$th level of the DDG tree. The visited node has $2d$ or $2d + 1$ nodes to its right side depending on whether it is a right or a left child of its parent node. Now to discover the terminal nodes in this level of the DDG tree, the $i$th column of the probability matrix is scanned from the bottom. Each ‘1’ bit in the column discovers a terminal node from the right side of the $i$th level of the DDG tree. The value of the terminal node is the corresponding row number for which it was discovered. In this way the visited node will eventually be discovered as a terminal node if the Hamming weight of the $i$th column is larger than the number of nodes present to the right side of the visited node. When the visited node is discovered as a terminal node, the sampling operation stops and the corresponding row number of the probability matrix is the value of the sample. For the other case, the random walk continues to the $(i+1)$th level of the DDG tree and then the same process continues until a terminal node is visited by the random walk.

The traversal can be implemented using a counter which we call distance counter and a register to scan a column of the probability matrix. For each jump to a new level of the DDG tree the counter is initialized to $2d$ or $2d+1$ depending on the random bit. Then the corresponding column of the probability matrix is scanned from the bottom using the bit-scan register. Each ‘1’ bit read from the bit-scanning operation decrements the distance counter. The visited node is discovered as a terminal node when the distance counter becomes negative for the first time.

B. Optimized storage of the probability bits

In the last subsection we have seen that during the Knuth-Yao random walk probability bits are read from a column of the probability matrix. For a fixed distribution the probability values can be stored in a cheap memory such as a ROM. The way in which probability bits are stored in the ROM affects the number of ROM accesses and hence also influences the performance of the sampler. Since the probability bits are read from a single column during the runtime construction of a level in the DDG tree, the number of ROM accesses can be minimized if the columns of the probability matrix are stored in the ROM words.

A straightforward storage of the columns would result in a redundant memory consumption as most of the columns in the probability matrix contains a chain of 0s in the bottom. In
an optimized storage these 0s can be compressed. However in such a storage we also need to store the lengths of the columns as the columns will have variable lengths after trimming off the bottom 0s. If the column lengths are stored naively, then it would cost \( \lceil \log_2 \sigma \rceil \) bits per column and hence in total \( \epsilon \lceil \log_2 \sigma \rceil \) bits. By observing a special property of the Gaussian distributed probability values, we can indeed derive a much simpler and optimized encoding scheme for the column lengths. In the probability matrix we see that for most of the consecutive columns, the difference in the column lengths is either zero or one. Based on this observation we use one-step differential encoding scheme for the column lengths : when we move from one column to its right consecutive column, then column length either increases by one or remains the same. Such a differential encoding scheme requires only one bit per column length. In Figure 3 we show how the bottom zeros are trimmed using one-step partition line. In the ROM we store only the portion of the probability matrix that is above the partition line. Along with the columns, we also store the encoded column-length bit. Each column starts with a column length bit : if this bit is ‘1’, then the column is larger by one bit compared to its left consecutive column; otherwise they are of equal lengths.

We take Algorithm 1 from [7] to summarize the steps of the Knuth-Yao sampling operation. The ROM has a word size of \( w \) bits and contains the probability bits along with the column-length bits.

\[ H = - \sum_{-\infty}^{\infty} p_i \log p_i \]  \hspace{1cm} (3)

The Knuth-Yao sampling algorithm was developed to consume the minimum number of random bits on average [15]. It was shown that the sampling algorithm requires at most \( H + 2 \) random bits per sampling operation in the average case.

For a Gaussian distribution, the entropy \( H \) increases with the standard deviation \( \sigma \), and thus the number of random bits required in the average case also increases with \( \sigma \). For applications such as the ring-LWE based public key encryption scheme and homomorphic encryption, small \( \sigma \) is used. Hence for such applications the number of random bits required in the average case are small. Based on this observation we can avoid the costly bit-scanning operation using a small precomputed table that directly maps the initial random bits into a sample value (with large probability) or into an intermediate node in the DDG tree (with small probability). During a sampling operation, first a table lookup operation is performed using the initial random bits. If the table lookup operation returns a sample value, then the sampling algorithm terminates. For the other case, bit scanning operation is initiated from the intermediate node. For example, when \( \sigma = 3.33 \), if we use a precomputed table that maps the first eight random bits, then the probability of getting a sample value after the table lookup is 0.973. Hence using the lookup table we can avoid the costly bit-scanning operation with probability 0.973. However extra storage space is required for this lookup table.

When the probability distribution is fixed, the lookup table

\[ \text{Algorithm 1: Knuth-Yao Sampling in Hardware Platform} \]

\begin{verbatim}
Input: Probability matrix \( P \)
Output: Sample value \( S \)
begin
  \( d \leftarrow 0 \); /* Distance between the visited and the rightmost internal node */
  \( Hit \leftarrow 0 \); /* This is 1 when the sampling process hits a terminal node */
  \( ColLen \leftarrow \text{INITIAL} \); /* Column length is initialized */
  \( address \leftarrow 0 \); /* This variable is the address of a ROM word */
  \( i \leftarrow 0 \); /* This variable points the bits in a ROM word */
  \( Hit = 0 \) do
    \( \text{random bit} \leftarrow \text{RandomBit()} \);
    \( d \leftarrow 2d + \text{random bit} \);
    \( \text{ColLen} \leftarrow \text{ColLen} + \text{ROM}[address][i] \);
    for \( row = \text{ColLen} - 1 \) down to 0 do
      \( i \leftarrow i + 1 \);
      if \( i = w \) then
        \( address \leftarrow address + 1 \);
        \( i \leftarrow 0 \);
      end
    end
    \( d \leftarrow d - \text{ROM}[row][i] \);
    if \( d = -1 \) then
      \( S \leftarrow row \);
      \( Hit \leftarrow 1 \);
      \( \text{ExitForLoop()} \);
    end
  end
  \( \text{return} (S) \);
end
\end{verbatim}
can be implemented as a ROM which is cheap in terms of area in hardware platforms. In the next section we propose a cost effective implementation of a fast Knuth-Yao sampler architecture.

IV. THE SAMPLER ARCHITECTURE

The first hardware implementation of a Knuth-Yao sampler was proposed in our previous paper [7]. In this paper we optimize the previous sampler architecture and also introduce a lookup table that directly maps input random bits into a sample point or into an intermediate node in the DDG tree. The sampler architecture is composed of 1) a bit-scanning unit, 2) counters for column length and row number, and 3) a subtraction-based down counter for the Knuth-Yao distance in the DDG tree. In addition, for the fast sampler architecture, a lookup table is also used. A control unit is used to generate control signals for the different blocks and to maintain synchronization between the blocks. The control unit used in this paper is more decentralized compared to the control unit in [7]. This decentralized control unit has a more simplified control logic which reduces the area requirement compared to the previous architecture. We now describe the different components of the sampler architecture.

A. The Bit-scanning Unit

The bit-scanning unit is composed of a ROM, a scan register, one ROM-address counter, one counter to record the number of bits scanned from a ROM-word and a comparator. The ROM contains the probabilities and is addressed by the ROM-address counter. During a bit-scanning operation, a ROM-word (size \( w \) bits) is first fetched and then stored in the scan register. The scan-register is a shift-register and its msb is read as the probability-bit. To count the number of bits scanned from a ROM-word, a counter word-bit is used. When the word-bit counter reaches \( w - 2 \) from zero, the output from the comparator \( Comp1 \) enables the ROM-address counter. In the next cycle the ROM-address counter addresses the next ROM-word. Also in this cycle the word-bit counter reaches \( w - 1 \) and the output from \( Comp2 \) enables reloading of the bit-scan register with the new ROM-word. In the next cycle, the word-bit counter is reset to zero and the bit-scan register contains the word addressed by the ROM-word. In this way data loading and shifting in the bit-scan register takes place without any loss of cycles. Thus the frequency of the data loading operation (which depends on the widths of the ROM) does influence the cycle requirement of the sampler architecture. This interesting feature of the bit-scan unit will be utilized in the next part of this section to achieve optimal area requirement by adjusting the width of the ROM and the bit-scan register. Another point to note in this architecture is that, most of the control signals are handled locally compared to the centralized control logic in [7]. This effectively simplifies the control logic and helps in reducing area. The bit-scanning unit is the largest sub-block in the sampler architecture in terms of area. Hence this unit should be designed carefully to achieve minimum area requirement. In FPGAs a ROM can be implemented as a distributed ROM or as a block RAM. When the amount of data is small, a distributed ROM is the ideal choice. The way a ROM is implemented (its width \( w \) and depth \( h \)) affects the area requirement of the sampler. Let us assume that the total number of probability bits to be stored in the ROM is \( D \) and the size of the FPGA LUTs is \( k \). Then the total number of LUTs required by the ROM is around \( \left\lceil \frac{D}{w \cdot 2^k} \right\rceil \cdot w \) along with a small amount of addressing overhead. The scan-register is a shift register of width \( w \) and consumes around \( w \) LUTs and \( w_f = \frac{w}{f} \). Hence the total area (LUTs and FFs) required by the ROM and the scan-register can be approximated by the following equation.

\[
\#\text{Area} = \left\lceil \frac{D}{w \cdot 2^k} \right\rceil \cdot w + (w + w_f)
\]

\[
= \frac{h}{2^k} \cdot w + (w + w_f)
\]

For optimal storage, \( h \) should be a multiple of \( 2^k \). Choosing a larger value of \( h \) will reduce the width of the ROM and hence the width of the scan-register. However with the increase in \( h \), the addressing overhead of the ROM will also increase. In Table II we compare area of the bit-scan unit for \( \sigma = 3.33 \) with various widths of the ROM and the scan register using Xilinx Virtex V xcvlx30 FPGA. The optimal implementation is achieved when the width of the ROM is set to six bits. Though the slice count of the bit-scan unit remains the same in both the second and third column of the table due to various optimizations performed by the Xilinx ISE tool, the actual effect on the overall sampler architecture will be evident in Section VI.

B. Row-number and Column-length Counters

As described in the previous section, we use a one-step differential encoding for the column lengths in the probability matrix. The column-length counter in Figure 4 is an up-counter and is used to represent the lengths of the columns. During a random-walk, this counter increments depending on the column-length bit which appears in the starting of a column. If the column-length bit is zero, then the column-length counter remains in its previous value; otherwise it increments by one. At the starting of a column-scanning operation, the Row-number counter is first initialized to the value of column-length. During the scanning operation this counter decrements by one in each cycle. A column is completely read when the Row Number counter reaches zero.

C. The Distance Counter

A subtraction-based counter \( distance \) is used to keep the distance \( d \) between the visited node and the right-most

<table>
<thead>
<tr>
<th>width</th>
<th>height</th>
<th>LUTs</th>
<th>FFs</th>
<th>Slices</th>
</tr>
</thead>
<tbody>
<tr>
<td>24</td>
<td>128</td>
<td>70</td>
<td>35</td>
<td>22</td>
</tr>
<tr>
<td>12</td>
<td>256</td>
<td>72</td>
<td>23</td>
<td>18</td>
</tr>
<tr>
<td>6</td>
<td>512</td>
<td>67</td>
<td>17</td>
<td>18</td>
</tr>
</tbody>
</table>

TABLE II
AREA OF THE BIT-SCAN UNIT FOR DIFFERENT WIDTHS AND DEPTHS
intermediate node in the DDG tree. The register distance is first initialized to zero. During each column jump, the row_zero_reg is set and thus the subtrahend becomes zero. In this step, the distance register is updated with the value $2d$ or $2d+1$ depending on the input random bit. As described in the previous section, a terminal node is visited by the random walk when the distance becomes negative for the first time. This event is detected by the control FSM using the carry generated from the subtraction operation.

After completion of a random walk, the value present in Row Number is the magnitude of the sample output. One random bit is used as a sign of the value of the sample output.

D. The Lookup Table for Fast Sampling

The output from the Knuth-Yao sampling algorithm is determined by the probability distribution and by the input sequence of random bits. For a given fixed probability distribution, we can precompute a table that maps all possible random strings of bit-width $s$ into a sample point or into an intermediate distance in the DDG tree. The precomputed table consists of $2^s$ entries for each of the $2^s$ possible random numbers.

On FPGAs, this precomputed table is implemented as a distributed ROM using LUTs. The ROM contains $2^s$ words and is addressed by random numbers of $s$ bit width. The success probability of a table lookup operation can be increased by increasing the size of the lookup table. For example when $\sigma = 3.33$, the probability of success is 0.973 when the lookup table maps the eight random bits; whereas the success probability increases to 0.999 when the lookup table maps 13 random bits. However with a larger mapping, the size of precomputed table increases exponentially from $2^8$ to $2^{13}$. Additionally each lookup operation requires 13 random bits. A more efficient approach is to perform lookup operations in steps. For example, we use a first lookup table that maps the first eight random bits into a sample point or an intermediate distance (three bit wide for $\sigma = 3.33$). In case of a lookup failure, the next step of the random walk from the obtained intermediate distance will be determined by the next sequence of random bits. Hence, we can extend the lookup operation to speedup the sampling operation. For example, the three-bit wide distance can be combined with another five random bits to address a (the second) lookup table. Using this two small lookup tables, we achieve a success probability of 0.999 for $\sigma = 3.33$. An architecture for a two stage lookup table is shown in Figure 5.

V. TIMING AND SIMPLE POWER ANALYSIS

The Knuth-Yao sampler presented in this paper is not a constant time architecture. Hence this property of the sampler leads to side channel vulnerability. Before we describe this in detail, we first describe the ring-LWE encryption scheme which requires discrete Gaussian sampling from a narrow distribution.

A. The ring-LWE Encryption Scheme

The ring-LWE encryption scheme [20] uses special structured ideal lattices. Such ideal lattices are a generalization of cyclic lattices and correspond to ideals in rings $\mathbb{Z}[x]/(f)$, where $f$ is an irreducible polynomial of degree $n$. To reduce
computation cost, the underlying ring is generally taken as \( R_q = \mathbb{Z}_q[x]/(f) \) with the irreducible polynomial of the form \( f(x) = x^n + 1 \), where \( n \) is a power of two and the prime \( q \) is taken as \( q \equiv 1 \mod 2n \). The ring-LWE distribution consists of tuples \((a, t)\) where the polynomial \( a \) is chosen uniformly from \( R_q \) and \( t = a \cdot s + e \in R_q \). The polynomial \( s \) is a secret polynomial and is a fixed polynomial for a ring-LWE distribution. The error polynomial \( e \) is constructed by sampling its coefficients from a discrete Gaussian distribution \( X_\sigma \). Key generation, encryption and decryption are as follows:

1. **KeyGeneration**\((a)\): Two polynomials \( r_1, r_2 \in R_q \) are chosen from \( X_\sigma \) and the polynomial \( p = r_1 - a \cdot r_2 \in R_q \) is computed. The public key is the polynomial pair \((a, p)\) and the private key is the polynomial \( r_2 \).

2. **Encryption**\((a, p, m)\): The message \( m \) is first encoded to a polynomial \( \tilde{m} \in R_q \). Then three error polynomials \( e_1, e_2, e_3 \in R_q \) are constructed by sampling their coefficients from a discrete Gaussian distribution with standard deviation \( \sigma \). The ciphertext is the polynomial pair \((e_1, e_2)\) where \( e_1 = a \cdot e_1 + e_2 \) and \( e_2 = p \cdot e_1 + e_3 + \tilde{m} \in R_q \).

3. **Decryption**\((e_1, e_2, r_2)\): First a polynomial \( m' = c_1 \cdot r_2 + c_2 \in R_q \) is computed. Then the original message \( m \) is recovered from \( m' \) using a simple decoder.

### B. Side Channel Vulnerability of the Sampling Operation

In the ring-LWE encryption scheme, the key generation and the encryption require discrete Gaussian sampling. The key generation operation is performed only to generate long-term keys and hence can be performed in a secure environment. However, this is not the case for the encryption operation. It should be noted that in a public key encryption scheme, the plaintext is normally considered secret information. For example, it is common practice to use a public-key cryptosystem to encrypt a symmetric key that is subsequently used for fast, bulk encryption (this construction is commonly named “hybrid cryptosystems”). Hence, from the perspective of side-channel analysis, any leak of information during the encryption operation about the plaintext (symmetric key) is considered as a valid security threat.

The basic Knuth-Yao sampler uses a bit scanning operation in which the sample generated is related to the number of probability-bits scanned during a sampling operation. Hence, the number of cycles of a sampling operation provides some information to an attacker about the value of the sample. We recall that in a ring-LWE encryption operation, the Gaussian sampler is used as a building block, and it is called in an iterative fashion to generate an array of samples. An attacker that monitors the instantaneous power consumption of the discrete Gaussian sampler architecture can easily retrieve accurate timings for each sampling information via Simple Power Analysis (SPA) patterns, and hence gain some information about the secret polynomials \( e_1, e_2 \) and \( e_3 \). In the worst case, this provides the adversary with enough information to break the cryptosystem.

To verify to what extent the instantaneous power consumption provides information about the sampling operation, we performed a SPA attack on the unprotected design running on an Xilinx Spartan-III at 40 MHz. The instantaneous power consumption is measured with a Langer RF5-2 magnetic pick-up coil on top of the FPGA package (without decapsulation), amplified (+50 dB), low-pass filtered (cutoff frequency of 48 MHz). In Figure 6 we show the instantaneous power consumption of two different sampling operations. The horizontal axis denotes time, and both sampling operations are triggered on the beginning of the sampling operation. One can distinguish enough SPA features (presumably due to register updates) to infer that the blue graph corresponds to a sampling that requires small number of cycles (7 cycles exactly) whereas the red graph represents a sampling operation that requires more cycles (21 cycles). From this SPA attack, the adversary can predict the values of each coefficient of the secret polynomials \( e_1, e_2 \) and \( e_3 \) that appear during the encryption operation in the ring-LWE cryptosystem, effectively breaking the security by inferring the secret message \( m \) (since the polynomial \( p \) is publicly known). We recall that in the encryption operation in the ring-LWE cryptosystem, the encoded message \( \tilde{m} \) is masked as \( m = c_2 = p \cdot e_1 + e_3 + \tilde{m} \) using two Gaussian distributed noise polynomials \( e_1 \) and \( e_3 \). As the polynomial \( p \) is publicly known, any leakage about the coefficients in \( e_1 \) and \( e_3 \) will eventually leak information about the secret message \( m \).

### C. Strategies to mitigate the side-channel leakage

In this paper we propose an efficient and cost effective scheme to protect the Gaussian sampler from simple timing and power analysis based attacks. Our proposal is based on the fact that the encryption scheme remains secure as long as the attacker has no information about the relative positions of the samples (i.e. the coefficients) in the noise polynomials. It should be noted that, as the Gaussian distribution used in the encryption scheme is a publicly known parameter, any one can guess the number of a particular sample point in an array of \( n \) samples. Similar arguments also apply for other cryptosystems where the key is a uniformly distributed random string of bits of some length (say \( l \)). For such a random key, one has the
information that almost half of the bits in the key are one and the rest are zero. In other words, the Hamming weight is around $l/2$. Even if the exact value of the Hamming weight is revealed to the adversary (on average, say $l/2$), the key still maintains $\log_2(l/2)$ bits of entropy ($\approx 124$ bits for a 128 bit key). It is the random positions of the bits that make a key secure.

When the coefficients of the noise polynomial are generated using the sequential bit-scan, a side channel attacker gets information about both the value and position of the sample in the polynomial. Hence, such leakages will make the encryption scheme vulnerable. Our simple timing and power analysis resistant sampler is described below:

1) Use of a lookup : The table lookup operation is constant time and has a very large success probability. Hence with this lookup approach, we protect most of the samples from leaking any information about the value of the sample from which an attacker can perform simple power and timing analysis.

2) Use of a random permutation : The table lookup operation succeeds in most events, but fails with a small probability. For a failure, the sequential bit scanning operation leaks information about the samples. For example, when $\sigma = 3.33$ and the lookup table maps initial eight random bits, the bit scanning operation is required for seven samples out of 256 samples in the average case. To protect against SPA, we perform a random shuffle after generating an entire array of samples. The random shuffle operation swaps all bit-scan operation generated samples with other random samples in the array. This random shuffling operation removes any timing information which an attacker can exploit. In the next section we will describe an efficient implementation of the random shuffling operation.

D. Efficient Implementation of the Random Shuffling

We use a modified version of the Fisher and Yates shuffle which is also known as the Knuth shuffle [21] to perform random shuffling of the bit-scan operation generated samples. The advantages of this shuffling algorithm are its simplicity, uniformness, in-place data handling and linear time complexity. In the original shuffling algorithm, all the indexes of the input array are processed one after another. However in our case we can restrict the shuffling operation to only those samples that were generated using the sequential bit scanning operation. This operation is implemented in the following way.

Assume that $n$ samples are generated and then stored in a RAM with addresses in the range 0 to $(n-1)$. We use two counters $C_1$ and $C_2$ to represent the number of samples generated through successful lookup and bit-scanning operations respectively. The total number of samples generated is given by $(C_1 + C_2)$. The samples generated using lookup operation are stored in the memory locations starting from 0 till $(C_1 - 1)$; whereas the bit-scan generated samples are stored in the memory locations starting from address $n - 1$ downto $n - C_2$. After generation of the $n$ samples, the bit-scan operation generated samples are randomly swapped with the other samples using Algorithm 2

A hardware architecture for the secure consecutive-sampling is shown in Figure 7. In the architecture, $C_1$ is an up-counter and $C_2$ is an up-down-counter. When the $enable$ signal is high, the Gaussian sampler generates samples in an iterative way. After generation of each sample, the signal $Gdone$ goes high and the type of the sample is indicated by the signal $lookup\_success$. In the case when the sample has been generated using a successful lookup operation, $lookup\_success$ becomes high. Depending on the value of the $lookup\_success$, the control machine stores the sample in the memory address $C_1$ or $(n - C_2)$ and also increments the corresponding counter. Completion of the $n$ sampling operations is indicated by the output from Comparator2.

In the random-shuffling phase, a random address is generated and then compared with $(n - C_2)$. If the random-address is smaller than $(n - C_2)$ then it is used for the swap operation; otherwise another random-address is generated. Now the memory content of address $(n - C_2)$ is swapped with the memory content of random-address using the $ram\_buffer$ register. After this swap operation, the counter $C_2$ decrements by one. The last swap operation happens when $C_2$ is zero.

VI. EXPERIMENTAL RESULTS

We have evaluated the Knuth-Yao discrete Gaussian sampler architecture for $\sigma = 3.33$ using the Xilinx Virtex V FPGA xcvlx30 with speed grade –3. The results shown in Table III
are obtained from the Xilinx ISE12.2 tool after place and route analysis. In the table we show area and timing results of our architecture for various configurations and modes of operations and compare the results with other existing architectures. The results do not include the area of the random bit generator. Area requirements for the basic bit-scan operation based Knuth-Yao sampler for different ROM-widths and depths are shown in the first three columns of the table. The optimal area is achieved when the ROM-width is set to 6 bits. As the width of the ROM does not affect the cycle requirement of the sampler architecture, all different configurations have same clock cycle requirement. The average case cycle requirement of the sampler is determined by the number of bits scanned on average per sampling operation. A C program simulation of the Knuth-Yao random walk in [7] shows that the number of memory-bits scanned on average is 13.5. Before starting the bit-scanning operation, the sampler performs two column jump operations for the first two all-zero columns of the probability matrix (for \( \sigma = 3.33 \)). This initial operation requires two cycles. After this, the bit scan operation requires 14 cycles to scan 14 memory-bits and the final transition to the completion state of the FSM requires one cycle. Thus, on average 17 cycles are spent per sampling operation. The most area-optimal instance of the Knuth-Yao sampler is smaller by 17 slices than the Knuth-Yao sampler architecture proposed in [7]. The effect of the bit-scan unit and decentralized control logic is thus evident from the comparison. The compact Bernoulli sampler proposed in [11] consumes 37 slices and spends on average 144 cycles to generate a sample point. Thus in comparison to the Bernoulli sampler, our Knuth-Yao sampler is both smaller and faster.

The fast sampler architecture in the fourth column of Table III uses a lookup table that maps eight random bits. The sampler consumes additional five slices compared to the basic bit-scan based architecture. The probability that a table lookup operation returns a sample is 0.973. Due to this high success rate of the lookup operation, the average case cycle requirement of the fast sampler is slightly larger than 2 cycles with the consideration that one cycle is consumed for the transition of the state-machine to the completion state. In this cycle count, we assume that the initial eight random bits are available in parallel during the table lookup operation. If the random number generator is able to generate only one random bit per cycle, then additional eight cycles are required per sampling operation. However generating many (pseudo)random bits is not a problem using light-weight pseudo random number generators such as the trivium stream cipher which is used in [11]. The results in Table III show that by spending additional five slices, we can reduce the average case cycle requirement per sampling operation to almost two cycles from 17 cycles. As the sampler architecture is extremely small even with the lookup table, the acceleration provided by the fast sampling architecture will be useful in designing fast cryptosystems.

The Polynomial Sampler–1 architecture in the seventh column of Table III generates a polynomial of \( n = 256 \) coefficients sampled from the discrete Gaussian distribution by using the fast sampler iteratively. The samples are stored in the RAM from address 0 to \( n - 1 \). During the consecutive sampling operations, the state-machine jumps to the next sampling operation immediately after completing a sampling operation. In this consecutive mode of sampling operations, the ‘transition to the end state’ cycle is not spent for the individual sampling operations. As the probability of a successful lookup operation is 0.973, in the average case 249 out of the 256 samples are generated using successful lookup operations; whereas the seven samples are obtained through the sequential bit-scanning operation. In this consecutive mode of sampling, each lookup operation generated sample consumes one cycle. Hence in the average case 249 cycles are spent for generating the majority of the samples. The seven sampling operations that perform bit scanning starting from the ninth column of the probability matrix require on average a total of 143 cycles. Thus in total 392 cycles are spent on average to generate a Gaussian distributed polynomial.

The Polynomial Sampler–2 architecture includes the random shuffling operation on a Gaussian distributed polynomial of \( n = 256 \) coefficients. The architecture is thus secure against simple time and power analysis attacks. However this security comes at the cost of an additional eight slices due to the requirement of additional counter and comparator circuits. The architecture first generates a polynomial in 392 cycles and then performs seven swap operations in 28 cycles in the average case. Thus in total the proposed side channel attack resistant sampler spends 420 cycles to generate a secure Gaussian distributed polynomial of 256 coefficients.

VII. CONCLUSION

In this paper we presented an optimized instance of the Knuth-Yao sampling architecture that consumes very small area. We have shown that by properly tuning the width of the ROM and the scan register, and by a decentralizing the control logic, we can reduce the area of the sampler to only 30 slices.
without affecting the cycle count. Moreover, in this paper we proposed a fast sampling method using a very small-area precomputed table that reduces the cycle requirement by seven times in the average case. We showed that the basic sampler architecture can be attacked by exploiting its timing and power consumption related leakages. In the end we proposed a cost-effective counter measure that performs random shuffling of the samples.
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