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Abstract—Multiplication of three elements over finite fields is used extensively in multivariate public key cryptography and solving system of linear equations over finite fields. This contribution shows the enhancements of multiplication of three elements over finite fields by using specific architecture. We firstly propose a versatile multi-input multiplier over finite fields. The parameters of this multiplier can be changed according to the requirement of the users which makes it reusable in different applications. Our evaluation of this multiplier gives optimum choices for multiplication of three elements over finite fields. Implemented results show that we takes 22.002 ns and 16.354 ns to execute each multiplication of three elements over $GF((2^4)^2)$ based on table look-up and polynomial basis on a FPGA respectively. Experimental results and mathematical proofs clearly demonstrate the improvement of the proposed versatile multiplier over finite fields.

Index Terms—versatile multiplier, multi-input multiplier, composite field, finite field, table look-up, polynomial basis, Field-Programmable Gate Array (FPGA).

1 INTRODUCTION

Multiplication over finite fields is one of the fundamental and important arithmetical operations in many engineering fields, especially in the area of cryptography.

Most of multipliers over finite fields can be grouped into three families: polynomial basis [1], [2], normal basis [3], [4] and dual basis [5], [6].

Besides, there has been a growing interest to implement the finite field arithmetic using composite field representations [7], [8], [9], which has been employed in cryptographic applications [10], [11] and coding technique [12]. Composite field is one of the specific form of finite fields. To some extent, composite field is a better choice for efficient implementation of many applications.

To our knowledge, all these multipliers are designed for multiplication of two elements. However, multiplication of three elements is playing a key role in cryptographic implementations and other mathematical problems.

Applications. One of the applications is to evaluate multivariate polynomials over finite fields. Generally, multivariate polynomial consists of multiplication of two elements, multiplication of three elements and addition over finite fields. For example, during the implementation of multivariate public key cryptography [13], evaluating multivariate polynomials over finite fields is one of the most time-consuming operations. The multivariate polynomial in Rainbow signature scheme [14], which is one of multivariate signature schemes, can be represented by the form

$$\sum_{i\in O_1, j\in S_l} \alpha_{ij} x_i x_j + \sum_{i, j\in S_l} \beta_{ij} x_i x_j + \sum_{i\in S_{l+1}} \gamma_i x_i + \eta. \quad (1)$$

Here are some definitions of the coefficients in (1). $O_1$ is a set of Oil variables in the the $i$–th layer; $S_l$ is a set of Vinegar variables in the the $i$–th layer. $\alpha$, $\beta$ and $\gamma$ are coefficients; $\eta$ is a constant. It can be observed from (1), computing multiplication of three elements is one of the important parts in the multivariate polynomials.

Besides, evaluating multivariate polynomial is playing a key role in graphic computation [15], [16] and decoding of cyclic codes, Reed-Solomon codes [17].

Another application is to solve system of linear equations over finite fields. Gaussian elimination method [18] or Gauss-Jordan elimination method [19] can be employed to solve system of linear equations. These methods consist of pivoting, normalization and elimination. Let $a_{ij}$ be the $i$–th row and $j$–th column in a matrix. $a_{ii}$ is the pivot element. $a_{ki}$ is eliminated via $a_{ki} = a_{ki} + a_{ii}^{-1} a_{ij} a_{kj}$. It can be observed that since elimination includes a multiplication of three elements and an addition, three-input multipliers can be employed. Besides, since solving system of linear equations has a variety of applications, e.g. [20], [21], [22] and [23], three-input multipliers can be adopted in these applications.

However, to the best of our knowledge, since multipliers with three inputs have not been designed, mul-
multiplication of three elements is computed by invoking multipliers with two inputs.

Our contributions. Therefore, we firstly propose a multi-input versatile multiplier in this paper. We enhance the multiplication of multiple elements in three directions. First, the proposed multiplier can execute multiplications over finite fields \( GF(2^n) \) and composite fields \( GF((2^n)^2) \). Second, the proposed multiplier can compute multiplications of two elements and three elements. Third, the proposed multiplier can perform multiplications based on table look-up and polynomial basis. By integrating these designs, the proposed versatile multiplier is very efficient for FPGA and VLSI implementation.

We test and verify our design on a FPGA and the experimental results show that the proposed versatile multiplier has a remarkable performance on computing multiplication of multiple elements. We also demonstrate the improvement of the multiplier mathematically.

The rest of this paper is organized as follows: In Section 2, a versatile multi-input multiplier is proposed. In Section 3, we evaluate the performance of the proposed multiplier by mathematical analysis. In Section 4, the proposed multiplier is implemented on a FPGA and the experimental results are analyzed. In Section 5, conclusions are summarized.

## 2 Versatile Multi-Input Multiplier

### 2.1 Overview of the Proposed Multiplier

The hardware architecture of proposed versatile multi-input multiplier is depicted in Fig. 1, which consists of four parts, i.e. controller, multiplier over \( GF((2^n)^2) \), multiplier with polynomial basis over \( GF(2^n) \) and multiplier with table look-up over \( GF(2^n) \).

In the proposed versatile multiplier, multiplication of two elements \( a \times b = d \) and multiplication of three elements \( a \times b \times c = d \) over \( GF(2^n) \) and \( GF((2^n)^2) \) are performed respectively. \( p(x) = x^n + p_{n-1}x^{n-1} + \ldots + p_1x + 1 \) and \( q(x) = x^2 + x + e \) are irreducible polynomials over \( GF(2^n) \) and \( GF((2^n)^2) \) respectively, where \( p_{n-1}, p_{n-2}, \ldots, p_1 \) are the elements over \( GF(2) \) and \( e \) is an element over \( GF(2^n) \).

According to different value of the signal \( k \), the versatile multiplier can be reused for different applications, which is illustrated in Table 1. For example, when \( k = (111)_2 \), the proposed multiplier executes multiplication of three elements with table look-up over \( GF((2^n)^2) \).

### 2.2 Controller

Controller of the proposed versatile multiplier is depicted in Fig. 2. According to different value of \( k \), controller invokes different computational components for different applications.

Signal \( k \) is decoded by a 38-line decoder. Three bits of \( k \) are connected with \( S_1, S_2 \) and \( S_3 \) of the decoder respectively. \( D_1, D_2, \ldots, D_8 \) are connected with the other computational components.

\( a(x), b(x), c(x), p(x) \) and \( q(x) \) are directly sent to the computational components. If there exists inputs from the computational components, the controller sends these inputs to its output port \( d(x) \).

### 2.3 Multiplier over \( GF(2^n) \) with Polynomial Bases

In the multiplier over \( GF(2^n) \) with polynomial basis, the design is based on [1]. Field element is expressed in the polynomial form and field multiplication can be performed in two steps. The first step is to perform the polynomial multiplication. The second step is to reduce modulo the irreducible polynomial \( p(x) \).

---

**TABLE 1**  The Versatile Multiplier for Different Parameters

<table>
<thead>
<tr>
<th>( k )</th>
<th>Field</th>
<th>Operand</th>
<th>Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>(000)_2</td>
<td>( GF(2^n) )</td>
<td>Two</td>
<td>Polynomial basis</td>
</tr>
<tr>
<td>(001)_2</td>
<td>( GF(2^n) )</td>
<td>Two</td>
<td>Table look-up</td>
</tr>
<tr>
<td>(010)_2</td>
<td>( GF(2^n) )</td>
<td>Three</td>
<td>Polynomial basis</td>
</tr>
<tr>
<td>(011)_2</td>
<td>( GF(2^n) )</td>
<td>Three</td>
<td>Table look-up</td>
</tr>
<tr>
<td>(100)_2</td>
<td>( GF((2^n)^2) )</td>
<td>Two</td>
<td>Polynomial basis</td>
</tr>
<tr>
<td>(101)_2</td>
<td>( GF((2^n)^2) )</td>
<td>Two</td>
<td>Table look-up</td>
</tr>
<tr>
<td>(110)_2</td>
<td>( GF((2^n)^2) )</td>
<td>Three</td>
<td>Polynomial basis</td>
</tr>
<tr>
<td>(111)_2</td>
<td>( GF((2^n)^2) )</td>
<td>Three</td>
<td>Table look-up</td>
</tr>
</tbody>
</table>
Let $a(x) = \sum_{i=0}^{n-1} a_i x^i$ and $b(x) = \sum_{i=0}^{n-1} b_i x^i$ be elements in $GF(2^n)$, and
\[
c(x) = a(x) \times b(x) (\text{mod} (p(x))) = \sum_{i=0}^{n-1} c_i x^i
\]
is the expected multiplication result, where $p(x)$ is the irreducible polynomial over $GF(2^n)$.

First, we compute $v_{ij}$ for $i = 0, 1, ..., 2(n - 1)$ and $j = 0, 1, ..., n - 1$ according to
\[
x^i \text{ mod } p(x) = \sum_{j=0}^{n-1} v_{ij} x^j.
\]

This step can be pre-computed and $v_{ij}$ is pre-stored in a look-up table.

Next, we compute $S_i$ by AND logic gates for $i = 0, 1, ..., 2(n - 1)$ via
\[
S_i = \sum_{j+k=i} a_j b_k.
\]

After that, we compute $c_i$ by XOR logic gates for $i = 0, 1, ..., n - 1$ via
\[
c_i = \sum_{j=0}^{2(n-1)} v_{ji} S_j.
\]

Finally, the multiplication result is $c(x) = \sum_{i=0}^{n-1} c_i x^i$.

### 2.4 Multiplier over $GF(2^n)$ with Table Look-up

Multiplier over $GF(2^n)$ with table look-up is depicted in Fig. 3.

Table look-up is always adopted to accelerate computing multiplication. The number of elements in $GF(2^n)$ is $2^n$. If $\alpha$ is chosen as the primitive element, all non-zero elements can be represented as a power of $\alpha$. Hence these elements are stored sequentially in the look-up table. We store $(i, k_i(x))$ in the look-up table when $\alpha^i \text{ mod } p(x) = k_i(x)$, where $p(x)$ is the irreducible polynomial over $GF(2^n)$.

We define a look-up table by Table 2, where $n = 4$ and the irreducible polynomial $p(x)$ is $x^4 + x + 1$. Here are three examples for multiplications of two elements and three elements using table look-up respectively. Suppose the element in $GF(2^4)$ is represented as $(xxxx)_2$, where $x \in GF(2)$, i.e. $x = 0$ or $x = 1$.

**Example 1.** We are going to compute $(1000)_2 \times (1100)_2$. Since $(1000)_2 = \alpha^3$ and $(1100)_2 = \alpha^6$, $(1000)_2 \times (1100)_2 = \alpha^3 \times \alpha^6 = \alpha^9$. By looking up Table 2, we have $\alpha^9 = (1010)_2$. Then, $(1000)_2 \times (1100)_2 = (1010)_2$.

**Example 2.** The second example is to compute $(1011)_2 \times (1101)_2$. Since $(1011)_2 = \alpha^7$ and $(1101)_2 = \alpha^{13}$, $(1011)_2 \times (1101)_2 = \alpha^7 \times \alpha^{13} = \alpha^{20} = \alpha^{20 \text{ mod 15}} = \alpha^5$. Looking up Table 2, we have $\alpha^5 = (0110)_2$. Therefore, $(1011)_2 \times (1101)_2 = (0110)_2$.

### Example 3. The third example is to compute $(1000)_2 \times (1011)_2 \times (1101)_2$. Since $(1000)_2 = \alpha^3$, $(1011)_2 = \alpha^7$ and $(1101)_2 = \alpha^{13}$, $(1000)_2 \times (1011)_2 \times (1101)_2 = \alpha^3 \times \alpha^7 \times \alpha^{13} = \alpha^{21} = \alpha^{21 \text{ mod 15}} = \alpha^8$. Looking up Table 2, we have $\alpha^8 = (0101)_2$. Therefore, $(1000)_2 \times (1011)_2 \times (1101)_2 = (1010)_2$.

It can be observed from these examples that using table look-up in multiplication over $GF(2^n)$ is very efficient when executing multiplication of multiple elements simultaneously.

### 2.5 Multiplier over $GF((2^n)^2)$

In the multiplier over $GF((2^n)^2)$, there exists multiplication over subfields $GF(2^n)$, where multiplication with polynomial basis is computed by invoking the multiplier with polynomial basis over $GF(2^n)$ and multiplication with table look-up is computed by invoking the multiplier with table look-up over $GF(2^n)$.

**Multiplication of Two Elements.** Let $a(x) = a_n x^n + a_l x^l$ and $b(x) = b_k x^k + b_l x^l$ be the elements in $GF((2^n)^2)$, where $a_n, a_l, b_k$ and $b_l$ are elements in $GF(2^n)$.

Then the multiplication of two elements $a(x)$ and
\(b(x)\) over \(GF((2^n)^2)\) can be expressed as
\[
a(x) \times b(x) = (a_n x + a_i)(b_h x + b_i)
\]
\[
= (a_n b_h x^2 + (a_n b_i + a_i b_h) x + a_i b_i) \mod q(x).
\]

(6)

We perform the polynomial multiplication and reduction module \(q(x)\), where \(q(x) = x^2 + x + e\) is an irreducible polynomial over \(GF((2^n)^2)\) and \(e\) is a constant in \(GF(2^n)\). Then we have
\[
c_h = a_n b_h + a_i b_i + a_h b_h,
\]
\[
c_l = a_i b_l + a_h b_e.
\]

(7)

Or
\[
c_h = (a_n + a_i)(b_h + b_i) + a_l b_l,
\]
\[
c_l = a_i b_l + a_h b_e.
\]

(8)

According to (7), the computational operations include five multiplications and three additions over \(GF(2^n)\). (8) is an equivalent form of (7) and only four multiplications and four additions over \(GF(2^n)\) are computed in (8). Usually one multiplication is more complex than one addition. Thus the latter is more efficient than the former. Hence, we adopt (8) to implement the multiplication of two elements over \(GF((2^n)^2)\).

By observing (6) and (8), the critical path of multiplication of two elements over \(GF((2^n)^2)\) includes one multiplication, one constant multiplication and one addition over \(GF(2^n)\).

**Multiplication of** **Three Elements.** Suppose \(a(x) = a_h x + a_i\), \(b(x) = b_h x + b_i\) and \(c(x) = c_h x + c_l\) are elements in \(GF((2^n)^2)\).
\[
d(x) = a(x) \times b(x) \times c(x) \mod q(x)
\]
\[
d(x) = (d_h x + d_i)
\]
\[
= (a_n b_h c_h x^3 + (a_n b_i c_h + a_i b_h c_i + a_h b_h c_l) x^2
\]
\[
+ (a_i b_l c_h + a_h b_l c_l + a_l b_l c_i) x + a_i b_i c_l) \mod q(x),
\]

(9)

\[
d_l = e(a_n b_i c_h + a_i b_h c_h + a_h b_h c_l + a_i b_i c_l),
\]
\[
d_h = e(a_n b_h c_h + a_h b_h c_h + a_i b_i c_l + a_i b_i c_l,
\]
\[
a_h = e(a_i b_h c_h + a_h b_h c_l + a_i b_i c_l + a_i b_i c_l.
\]

(10)

\(q(x) = x^2 + x + e\) is the irreducible polynomial over \(GF((2^n)^2)\), where \(e\) is a constant in \(GF(2^n)\). Therefore, it can be observed that the critical path of multiplication of three elements over \(GF((2^n)^2)\) includes one constant multiplication, one multiplication, and three additions over \(GF(2^n)\).

**3 Evaluation of Performance**

In the proposed versatile multiplier, multiplications of two elements and three elements with polynomial basis over \(GF((2^n)^2)\) are computed by invoking the two-input multiplier (PB2) and three-input multiplier (PB3) respectively. We can also compute multiplication of three elements over \(GF((2^n)^2)\) by invoking these two multipliers respectively.

For presenting a mathematical analysis of the performance of the proposed multiplier, we give some definitions at first. \(M_2\) stands for one multiplication of two elements over \(GF(2^n)\), \(M_C\) stands for one constant multiplication over \(GF(2^n)\), \(A\) stands for one addition over \(GF(2^n)\) and \(M_3\) stands for one multiplication of three elements over \(GF(2^n)\).

In order to prove invoking three-input multiplier PB3 over \(GF((2^n)^2)\) is faster than invoking two-input multiplier PB2 over \(GF((2^n)^2)\) twice when computing multiplication of three elements over \(GF((2^n)^2)\), we give Lemma 1 from the view of critical path.

**Lemma 1.** When computing multiplication of three elements by invoking PB2, the critical path includes \(2(M_2 + M_C + A)\). In the same condition, if we adopt PB3, the critical path includes \(M_3 + M_C + 3A\). The critical path by invoking PB3 is shorter than the critical path by invoking PB2 when computing multiplication of three elements.

**Proof:** First, the critical path of computing multiplication of two elements by invoking PB2 can be evaluated as follows,
\[
T_2 = M_2 + M_C + A.
\]

(11)

Second, the critical path of computing multiplication of three elements by invoking PB2 is double,
\[
2T_2 = 2(M_2 + M_C + A).
\]

(12)

Third, the critical path of computing multiplication of three elements by invoking PB3 can be evaluated as follows,
\[
T_3 = M_3 + M_C + 3A.
\]

(13)

The difference between \(2T_2\) and \(T_3\) is,
\[
D = 2T_2 - T_3 = 2M_2 - M_3 + M_C - A.
\]

(14)

Since the critical path of two multiplications of two elements is longer than the critical path of one multiplication of three elements, we have \(2M_2 > M_3\). Moreover, since the critical path of one constant multiplication is much longer than the critical path of one addition, we have \(M_C >> A\).

Therefore, \(D >> 0\) has been proved. In other words, when computing multiplication of three elements, the critical path of using PB3 once is shorter than the one of using PB2 twice.

**4 Implementation and Experimental Analysis**

**4.1 Overview of Implementation**

The proposed versatile multiplier can compute multiplication over \(GF(2^n)\) and \(GF((2^n)^2)\) respectively. We implement the proposed multiplier for different parameters, where the parameter \(n = 2, 3, 4, 5, 6, 7, 9, 11, 13\) and 15, respectively. Our design is programmed in VHDL by using Quartus II, and implemented on a EP2S130F1020F4 FPGA device, which
is a member of ALTERA Stratix II family. Furthermore, this design can be generalized to cover other devices of FPGA.

### 4.2 Implementation of Versatile Multiplier for Computing Multiplication over $GF(2^n)$

Table 3 depicts the performance of the proposed versatile multiplier when computing multiplication of two elements with table look-up over $GF(2^n)(GLUT2)$, multiplication of two elements with polynomial basis over $GF(2^n)(GPB2)$, multiplication of three elements with table look-up over $GF(2^n)(GLUT3)$ and multiplication of three elements with polynomial basis over $GF(2^n)(GPB3)$ respectively. An optimized irreducible polynomial $p(x)$ over $GF(2^n)$ is given for each field.

The comparison on the proposed multiplications over $GF(2^n)$ is given in Fig. 4, where (a) is the comparison of multiplication of two elements by invoking GLUT2 and GPB2 and (b) is the comparison of multiplication of three elements by invoking GLUT3 and GPB3.

In Fig. 4, the horizontal axis is the value of $n$ and the vertical axis is the value of the executing time (ns) of multiplication. The curves of the figure of the multiplication over $GF(2^n)$ show that multiplication with table look-up is faster than multiplication with polynomial basis when field size is small and multiplication with polynomial basis is faster than multiplication with table look-up when field size is large.

### 4.3 Implementation of Versatile Multiplier for Computing Multiplication over $GF((2^n)^2)$

Table 4 depicts the performance of the proposed versatile multiplier when computing multiplication of two elements with table look-up over $GF((2^n)^2)(LUT2)$, multiplication of two elements with polynomial basis over $GF((2^n)^2)(PB2)$, multiplication of three elements with table look-up over $GF((2^n)^2)(LUT3)$ and multiplication of three elements with polynomial basis over $GF((2^n)^2)(PB3)$ respectively. An optimized irreducible polynomial $q(x)$ over $GF((2^n)^2)$ and an optimized irreducible polynomial $p(x)$ over $GF(2^n)$ are given for each field.

**Example 4.** By observing Table 4, if we choose LUT2 over $GF((2^n)^2)$ to compute multiplication of three elements, $2 \times 9.456$ ns is required. However, if we choose LUT3 over $GF((2^n)^2)$ to compute multiplication of three elements, $10.229$ ns is required. Since $2 \times 9.456 > 10.229$, LUT3 is faster than LUT2 when computing multiplication over $GF((2^n)^2)$ of three elements.

**Example 5.** When computing multiple multiplications of three elements and multiple multiplications of two elements, e.g.

$$
\sum_{i=0}^{m-1} \left( \sum_{j=0}^{m-1} \alpha_{ij}x_i \right) + \sum_{i=0}^{m-1} \beta_i x_i,
$$

we can use LUT3 and LUT2 respectively to perform the computation.

If we only use LUT2, $2m^2 + m$ multiplications of two elements are required. If we only adopt LUT3, $m^2 + m$ multiplications are required. According to experimental results, if the computation is performed over $GF((2^n)^2)$, the executing time by only using LUT2 is $9(2m^2 + m)$ and the executing time by adopting LUT3 is $10(m^2 + m)$.

Since $m \geq 1$, $18m^2 + 9m > 10m^2 + 10m$. It can be observed that when performing the computation, adopting LUT3 is faster.

Therefore, LUT3 and PB3 are faster than LUT2 and PB2 when computing multiplication over $GF((2^n)^2)$ of three elements.

The comparison on the proposed multiplications over $GF((2^n)^2)$ is given in Fig. 5, where (c) is the comparison of multiplication of two elements by invoking LUT2 and PB2 and (d) is the comparison of multiplication of three elements by invoking LUT3 and PB3.

In Fig. 5, the horizontal axis is the value of $n$ and the vertical axis is the value of the executing time (ns) of multiplication. The curves of the figure of the multiplication over $GF((2^n)^2)$ show that multiplication with table look-up is faster than multiplication with polynomial basis when field size is small and multiplication with polynomial basis is faster than
We compare the versatile multiplier for computing multiplication over \( GF(2^n) \) and multiplication over \( GF((2^n)^2) \).

**4.4 Comparison of Versatile Multiplier for Computing Multiplication over \( GF(2^n) \) and Multiplication over \( GF((2^n)^2) \)**

We compare the versatile multiplier for computing multiplication over \( GF(2^n) \) and multiplication over \( GF((2^n)^2) \).

Suppose \( GLUT2, GPB2, GLUT3 \) and \( GPB3 \) are performed over \( GF(2^n) \) and \( LUT2, PB2, LUT3 \) and \( PB3 \) are performed over \( GF((2^{m/2})^2) \). Therefore, the size of \( GF((2^{m/2})^2) \) with composite field expression equals the size of \( GF(2^m) \) with finite field expression.

The comparison on multiplications over \( GF(2^m) \) and \( GF((2^{m/2})^2) \) is given in Fig. 6, where (e) is the comparison of the multiplications of two elements by invoking \( GLUT2, GPB2, LUT2 \) and \( PB2 \) respectively and (f) is the comparison of the multiplications of three elements by invoking \( GLUT3, GPB3, LUT3 \) and \( PB3 \) respectively.

In Fig. 6, the horizontal axis is the value of \( m \) and the vertical axis is the value of the executing time (ns) of multiplication. The curves of the figure show that \( LUT2 \) and \( LUT3 \) are faster than \( GLUT2 \) and \( GLUT3 \) and \( GPB2 \) and \( GPB3 \) are faster than \( PB2 \) and \( PB3 \). In other words, multiplication with table look-up is more efficient for composite fields and multiplication with polynomial basis is more efficient for finite fields.
5 Conclusion

We propose a versatile multi-input multiplier, which can compute multiplications of two elements and three elements over finite fields $GF(2^n)$ and composite fields $GF((2^n)^2)$ based on polynomial basis and table look-up respectively. The parameters of the multiplier can be changed according to the requirement of the users which makes the multiplier reusable in different applications. The proposed versatile multiplier is very efficient for FPGA and VLSI implementation.

To the best of our knowledge, this is the first multiplier with multiple inputs. We demonstrate the improvement of our new designs mathematically. Then we implement the proposed multiplier on a FPGA and experimental results confirm our estimate.

The main characteristics of the proposed multiplier are presented as follows. First, when the field size is small, adopting multiplication with table look-up rather than polynomial basis is a better choice. Second, when the field size is large, adopting multiplication with polynomial basis rather than table look-up is more efficient. Third, multiplication with polynomial basis is more efficient for finite fields and multiplication with table look-up is more efficient for composite fields. Fourth, when computing multiplication of three elements, adopting three-input multiplier is more efficient than invoking two-input multiplier twice.

In addition, the proposed multiplier has a variety of applications, especially in cryptographic implementations and solving mathematical problems. Moreover, the proposed designs can be easily extended to $GF((2^n)^m)$.

Today’s modern processors, such as Intel’s and AMD’s, and graphic processors, such as NVIDIA’s and AMD/ATI’s, provide tremendous abilities for parallel computing. We believe our design can easily carry over to modern processors as well as graphic processors for software implementation and achieve a good performance for software implementation.
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