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Abstract. We argue that it is unnatural and undesirable to use the non-uniform
model of complexity for practice-oriented security reductions in cryptography.

1. Introduction

In the classical model of computational complexity – also called the uniform model
– an algorithm, informally speaking, is a fixed set of instructions that can be applied to
any admissible input irrespective of its size. One obtains a very different notion – called
the non-uniform model – if one allows the set of instructions to vary as a function of the
input length. One can think of this as an algorithm that for each input length has access
to “advice” that helps it solve the problem for any input of the given bitlength. Usually
bounds are imposed on the size of the advice strings1 – for example, the complexity class
P/poly consists of all polynomial-time algorithms that are supplied with poly(n)-size
advice strings (where n is the input length). But there is no condition on the resources
that might be needed in order to generate the advice; for this reason we shall sometimes
refer to such algorithms as “unconstructible.” An object that is given as part of the
advice string must exist mathematically, but computationally there need not be any
feasible way to find it.

Any uniform algorithm is also a non-uniform algorithm (with empty advice strings),
and so a reductionist security proof that is carried out in the uniform model is also valid
in the non-uniform model. However, in this paper we shall be interested in proofs that
are valid only in the non-uniform model. When referring to an algorithm, adversary,
construction, proof, or theorem, we shall use the term “non-uniform” to mean that it is
valid in the non-uniform model of complexity but not in the uniform model.

Raising questions about the usefulness of non-uniform theorems in practice-oriented
provable security is controversial. In response to our paper [25], in which we criticized
a “coin-fixing” step in the proof of the main theorem of [2] and questioned the value
of a theorem that is proved in such a way, Lindell wrote the following comment in the
Cryptology ePrint discussion forum (28 February 2012):

Date: June 24, 2012; updated on May 2, 2013.
1To avoid trivial situations, we shall always suppose that the advice is required to be of at most

subexponential size. If arbitrary exponentially large advice strings were allowed, then the algorithm
could be hardwired with an exponential amount of information for each individual input. Considering
non-uniform algorithms with restricted exponential bounds on advice size (e.g., 2n/3, where n is the
input length) may lead to interesting questions, but they are outside the scope of this paper.
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There is no flaw whatsoever in the HMAC proof. The so-called flaw
pointed out by Koblitz and Menezes is a standard proof in the non-
uniform model (where adversaries are modeled as families of polynomial-
size circuits, or equivalently as polynomial-time Turing machines with
advice). This type of proof is known to anyone who has taken a basic
theory of cryptography (or complexity) course...

The purpose of this article is to argue that non-uniform provable security results are
very difficult to interpret from a practice-oriented standpoint, are usually far weaker
than similar results proved in the uniform model, and in most cases should indeed be
regarded as flawed. Here when we say that a result is “flawed” we do not mean that
there is a mathematical or logical flaw in the formal proof. Rather, we mean that the
theorem has a hypothesis which, while at first glance apparently reasonable, is actually
so strong that it is doubtful that in a concrete situation one could obtain convincing
evidence that it is satisfied.

Fortunately, to the best of our knowledge the vast majority of security reductions in
cryptography are valid in the uniform model. This is true even if one looks at papers by
authors who have advocated for non-uniformity and have said that they work in the non-
uniform model (an example is the famous paper [5] by Bellare and Rogaway). Thus, we
are not claiming that a large number of proofs have to be rejected or rewritten. However,
there is reason to be concerned about “non-uniform creep,” that is, the propagation of
non-uniformity that occurs when authors imitate the proof techniques in another paper
or base their proof on results of another paper that uses non-uniform arguments.

Misunderstandings that result from non-uniformity can also propagate when the re-
sults of a non-uniform proof are used as a basis for recommendations to practitioners.
For example, Rogaway’s 2011 evaluation of block ciphers [29] for the Government of
Japan contains an erroneous statement of the security assurance provided by the main
theorem about NMAC security in [2]. §9.4 of Rogaway’s report repeats a fallacious
argument of Bellare that would have been valid if his proof had been in the uniform
model (see §2 below).

In some cases (e.g., [12]2) authors might not even have been aware that a cited
result is not valid in the uniform model of complexity, and so were not cognizant of
the limitations on their own results that follow from their reliance on a paper that
used the non-uniform model. Authors who have no intention or desire to weaken their
results by using non-uniformity might nevertheless be caught unawares unless they
carefully examine all the proofs of cited results to be sure that they are valid in the
uniform model. Similarly, practitioners may have to examine an entire proof in order to
determine whether an advertised concrete security guarantee is based on the assumption
that a certain primitive resists non-uniform adversaries or only uniform ones. Thus, the
unclarity in the provable security literature on the use of uniform versus non-uniform
models of complexity results in what in our opinion is an unreasonable burden being
placed on theoreticians and practitioners alike.

In §2 we present two examples where the non-uniform model led researchers astray.
We first recall the flaw in Bellare’s analysis in [2] of the concrete security guarantee

2Personal communication from Pointcheval to the second author, 16 April 2012.
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for NMAC that is provided by the main theorem of that paper. We describe a low-
resource adversary that causes the theorem to lose its practical value, and we make a
small refinement in our analysis of that adversary’s advantage. We then make similar
observations about the non-uniform main theorem in the paper [11] by Dziembowski
and Pietrzak, which gives a provable security result for their construction of a leakage-
resilient stream cipher from a pseudorandom generator. We find that, because of the
non-uniformity in their proof, for many practical choices of the parameters the theorem
has no content.

With these examples in mind, in §3 we discuss why the different arguments in favor
of non-uniformity are unconvincing. In §4 we comment on the tendency to abuse the
definition of non-uniform algorithms either by forgetting that the advice string must
be the same for all inputs of a given bitlength, or else by considering most of the
description of a problem instance not to be part of the input. We also discuss the
unfortunate consequences of conflating two very different concepts: (1) auxiliary input
in zero-knowledge and (2) non-uniform complexity. In §5 we note the confusing and
inconsistent history of non-uniformity in cryptography. In §6 we list some conclusions.

2. Examples

In this section we illustrate the power of non-uniform3 adversaries by showing how the
assumption of security against such adversaries causes the main results of [2] and [11]
to largely lose their practical utility. For other questionable uses of non-uniformity, see
[4, 33, 34]; however, we shall not analyze the effects of non-uniformity on the theorems in
those papers. See [10, 6] for other work showing the strength of non-uniform adversaries.

2.1. HMAC. Let f(K,M) be a compression function that maps from {0, 1}c ×{0, 1}b
to {0, 1}c, where typically the key-length c is 128 (for MD5) or 160 (for SHA1) and
the length b of a message block is 512. Let n be a bound on the number of blocks
in a message. In [2] Bellare gives a non-uniform proof that essentially says that if f
is a pseudorandom function, then so is the message authentication code NMAC (as
well as HMAC) constructed from it. In [25] we discussed his use of a “coin-fixing”
argument which resulted in an unconstructible f -adversary, and we questioned how one
can possibly get a meaningful security bound when a theorem’s hypothesis requires
resistance to non-uniform adversaries.

In analyzing the practical meaning of his concrete security guarantee, Bellare claims
that it “justifies NMAC up to roughly 2c/2/n queries.” This claim is based on the
assumption that there is no generic attack on the pseudorandomness of f that is faster
than exhaustive key search. As we commented in [25], this assumption is correct (to the
best of current knowledge) in the uniform model, but it is false in the non-uniform one.
We first recall our construction of a low-resource unconstructible adversary A that has
a much greater advantage than any known uniform adversary in distinguishing f(K, .)
(with unknown K) from a random function.

The adversary A is defined as follows. For a non-empty subset S of {1, 2, . . . , c} define
uS(x) for x ∈ {0, 1}c to be the XOR-sum of the subset S of the c bits of x. For any 1-
block message M , any S, and any bit t, consider the probability Prob(uS(f(K,M)) = t)

3In this section we use the term “non-uniform” in the sense that the word is used by some of the
cited authors; see §4 for a discussion of problems with the way the term is frequently used.
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as K varies over all 2c keys. Let (M∗, S∗, t∗) be a fixed triple for which this probability
is maximal, and hardwire this triple into A. Then A queries M∗ to the oracle O; if
uS∗(O(M∗)) = t∗, it guesses that the oracle is f(K, .), whereas if uS∗(O(M∗)) = 1− t∗,

it guesses that the oracle is random. This low-resource adversary has advantage ≥ 2−c/2

unless the compression function f has the property that for every single fixed pair (M,S)
(of which there are ≈ 2b+c) the values uS(f(K,M)) as K varies are much more evenly
split between 0 and 1 than would be expected for a random function. The reason for
this advantage, as explained in [25], is that as K runs through the 2c keys, the function
uS(f(K,M)) can be modeled by a random walk – the bit t representing a step forward
and 1− t representing a step back. The standard deviation of this random walk is the
squareroot of the number of steps – that is, 2c/2 – and so a message M∗ that maximizes
forward progress is almost certain to take you more than 2c/2 steps forward from the
starting point.

A more refined analysis of the advantage of the adversary A takes into account that,

by the Gaussian distribution, a proportion of order ≈ e−s2/2 of the triples (M,S, t) is
expected to give a walk that ends up at least s standard deviations forward. Setting the
reciprocal of this factor equal to the number 2b+c+1 of triples and solving for s, we see
that a triple (M∗, S∗, t∗) is expected to exist such that the corresponding random walk

ends up ≈
√
b+ c 2c/2 steps forward from the starting point; this gives an advantage of√

b+ c 2−c/2.
To be concrete, in [25] we supposed that n = 220, in which case Bellare’s claim says

that the main theorem of [2] justifies NMAC up to roughly 260 queries for NMAC-SHA1
and 244 queries for NMAC-MD5. We showed that, in view of the adversary A described
above, these bounds are wrong, and in fact Bellare’s theorem loses content for NMAC-
SHA1 if there are 230 queries and for NMAC-MD5 if there are 222 queries. The above
refinement of our analysis leads to an additional reduction by a factor of (b + c)1/4,
which is a little more than 4; thus, the new query bounds for which the theorem loses
content are 228 for NMAC-SHA1 and 220 for NMAC-MD5.

The additional factor (b+ c)1/4 is, of course, small; it is not of earthshaking practical
significance. The point of including it in our discussion is not that it’s important by
itself, but rather that it illustrates how difficult it is to get an accurate estimate of the
best possible advantage of any low-resource adversary that exists in the mathematical
sense. The contrast with the uniform complexity model is striking. As far as uniform
algorithms go, the picture is simple: no generic low-resource adversary is known that is
more efficient than just trying to guess the hidden key, and that adversary has advantage
≈ 2−c. (Nor is any low-resource constructible adversary known with advantage ≫ 2−c

for the specific compression functions used in MD5, SHA1, etc.)

Remark 1. The above discussion used generic adversaries and looked at their effec-
tiveness against compression functions that have good randomness properties. The
possibility remains that these adversaries might be even more efficient against a partic-
ular compression function. For example, in the case of the MD5 compression function
there seems to be no way to rule out the possibility that there may exist a triple
(M∗, S∗, t∗) for which the advantage of the adversary constructed above is much greater

than (b+ c)1/22−c/2 = 6401/2 · 2−64.
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2.2. Leakage-resilient stream cipher. A pseudorandom generator f(K) is a function
from {0, 1}c to {0, 1}r (where r ≫ c) that, given a c-bit seed K, produces r output bits
that, hopefully, are hard to distinguish from a random sequence unless one knows the
seed.

In [11] Dziembowski and Pietrzak give a method for constructing a leakage-resilient
stream cipher starting from f . Let n be the number of blocks (“rounds,” i.e., calls
to f) in their construction, so that their stream cipher has bitlength nr. (We have
slightly changed their notation to be consistent with our notation elsewhere.) They
give a security reduction that shows that the stream cipher is secure – even if λ bits are
leaked in each round – provided that f is secure.

The main theorem in [11] uses the non-uniform model of complexity in order to
achieve a reasonably tight security reduction. (See [9] for a discussion of the tightness
issue in security proofs.) As the authors explain,

Throughout the paper, we always consider non-uniform adversaries. In
particular, our stream-cipher is secure against non-uniform adversaries,
and we require the PRG used in the construction to be secure against
non-uniform adversaries. The only step in the security proof where it
matters that we are in a non-uniform setting, is in Section 5, where we
use a theorem due to Barak et al. [1] which shows that two notions of
pseudoentropy (called HILL and metric-type) are equivalent for circuits.
In [1] this equivalence is also proved in a uniform setting, and one could
use this to get a stream-cipher secure against uniform adversaries from
any PRG secure against uniform adversaries. We won’t do so, as for one
thing the non-uniform setting is the more interesting one, and also the
exact security we could get in the uniform setting is much worse (due to
the security loss in the reduction from [1] in the uniform setting).

Following the method we used in the case of Bellare’s NMAC proof, we now describe
a low-resource unconstructible adversary of f(K) that can distinguish between f(K)

(with unknown K) and a random bitstring with advantage roughly
√
r 2−c/2. Namely,

for any subset S of {1, . . . , r} let uS : {0, 1}r −→ {0, 1} be the XOR sum of the subset
S of the bits. For any subset S and bit t, consider the probability that uS(f(K)) = t as
K varies over all 2c seeds. Let (S∗, t∗) be a pair for which this probability is maximal,
and hardwire this pair into the adversary A. All A does is compute the XOR sum of
the subset S∗ of the function’s output. If this sum is t∗, it guesses that the bitstring is
f(K), whereas if it is 1− t∗, it guesses that the bitstring is random. The same random

walk argument as in §2.1 shows that A has expected advantage ǫprg ≈ √
r 2−c/2.

From formulas (4) and (5) in the statement of the main theorem of [11], we find that

the bound δn on a stream cipher adversary’s advantage is greater than 3n22λ/2
√
ǫprg,

where ǫprg is the advantage of an adversary of the pseudorandom generator. Since the

above generic adversary has an advantage of order
√
r 2−c/2, we find that

δn > n22λ/2r1/42−c/4.

Suppose we choose the following parameters, which are quite reasonable from a real-
world standpoint: n = 212, λ = 8, r = 216, c = 128. In that case the bound on the
adversary’s advantage in the main theorem of [11] is greater than n22λ/2r1/42−c/4 =
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22·12+8/2+16/4−32 = 1; in other words, the theorem has no content. It is interesting to
note, however, that if the proof had been valid in the uniform model of complexity, then
it would have been reasonable to set ǫprg = 2−c, in which case with the above parameter
values the adversary’s advantage would have been bounded by 2−36.

3. Discussion of the Arguments for Non-uniformity

3.1. Stronger conclusion, but stronger hypothesis too. The basic objection to
non-uniform algorithms from a practical standpoint is that they work for inputs of
length n only if they get some advice an as if by magic.

Nevertheless, at first glance there are some appealing arguments in favor of non-
uniformity. Most obviously, if a security theorem tells us that a protocol cannot be
compromised even by non-uniform adversaries, then this conclusion is stronger than
resistance just to uniform adversaries. Early in his textbook [14] Goldreich introduces
the concept of non-uniform polynomial time. He calls it an “unrealistic” model of
efficient computation, but he goes on to say:

This model will be used only in the negative way, namely, for saying
that even such machines cannot do something (specifically, even if the
adversary employs such a machine, it cannot cause harm).

Similarly, in [17] Goldwasser argues that

The most meaningful proofs of security are necessarily those proved with
respect to the most powerful adversary. To this end, we should let
the polynomial-time adversary be not only probabilistic but also non-
uniform (i.e. not fix the algorithm for all input lengths but let the size
of the algorithm grow, although bounded by a polynomial function, in
the security parameter k).

More recently, in their lecture notes for their 2008 course at MIT [18], Bellare and
Goldwasser state:

Clearly, the non-uniform adversary is stronger than the uniform one.
Thus to prove that “something” is “secure” even in presence of a non-
uniform adversary is a better result than only proving it is secure in
presence of a uniform adversary. (p. 254)

The trouble with this argument for non-uniform proofs is that reductionist security
theorems, unlike most theorems in mathematics, are not absolute statements but rather
conditional ones. That is, such a theorem needs to assume that a certain mathematical
problem is intractable or a certain cryptographic primitive is resistant to adversaries.
In the non-uniform model this assumption becomes much stronger than in the uniform
model. In other words, the hypothesis as well as the conclusion of the theorem becomes
stronger. As we saw in the case of pseudorandomness assumptions on a compression
function or pseudorandom generator, a theorem that has such a strong hypothesis is
difficult to interpret and, if interpreted carefully, can sometimes be shown to have no
practical value.

In practice it is hard to know how to make a concrete evaluation of the intractability
of a problem or the advantage of an adversary in the non-uniform model. How can
one assess what type of advice strings might exist for a non-uniform adversary? In the
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uniform case to some extent one can be guided by the state-of-the-art in cryptanalytic
algorithms, but that does not help much when the hypothesis of a theorem is non-
uniform.

A proof in the uniform model gives the best of both worlds. For example, suppose you
have a uniform theorem of the form, “If the RSA problem is intractable, then protocol P
is secure against certain types of adversaries.” As we noted before, your uniform proof
is also a valid proof in the non-uniform model. Thus, you really get two theorems for
the price of one: (1) “if the RSA problem cannot be solved by a uniform algorithm, then
protocol P cannot be attacked by a uniform adversary;” and (2) “if the RSA problem
cannot be solved even by a non-uniform algorithm, then protocol P cannot be attacked
even by a non-uniform adversary.”

Remark 2. One possible defense of non-uniform proofs is to say that, just as a proof
in the random-oracle model (say, for a hash function) is better than no proof at all (but
worse than a proof using a “standard” assumption about the hash function), similarly a
non-uniform proof is better than no proof.4 However, the use of the non-uniform model
of complexity is not really analogous to the use of the random-oracle model. In the latter
case, as we argued in [23], all examples of the failure of the model have been contrived
and have caused no problems in practice-oriented cryptography. In contrast, the use
of the non-uniform model has resulted in much confusion in practice. For example, as
mentioned in the Introduction, the report [29] to the Government of Japan contains an
erroneous assurance concerning Bellare’s query bound for NMAC. In addition, when a
paper contains a proof in the random-oracle model, generally the reader is explicitly
informed about this. Readers are not misled or confused about what is being proved.
This also contrasts with what has happened in the case of non-uniform proofs.

3.2. Does concreteness suggest non-uniformity? Another argument in favor of
non-uniform proofs is that in practice one is interested only in a certain range of input
lengths. No one needs to factor 50,000-bit RSA moduli or find discrete logarithms on an
elliptic curve over a 1000-bit prime field. So why insist that a single circuit handle all

possible input lengths? The above passage from Goldwasser [17] continues as follows:

The latter [a non-uniform adversary] is appropriate since cryptosystems
are often designed with a fixed size (that is, security parameter) in mind.

However, that argument is unconvincing because the notion of an algorithm that
works efficiently only for inputs in the practical range is not the same thing as a non-
uniform algorithm. The latter concept is both stronger and weaker. On the one hand,
the statement that an algorithm is polynomial time in the non-uniform model says
nothing about whether or not the advice strings can be feasibly constructed, and even
polynomial-size advice may take exponential time to find. Hence, having a non-uniform
algorithm can fall far short of having a practical algorithm. On the other hand, an
algorithm that applies only to a limited range of input lengths is much less than a non-
uniform algorithm, since for the latter one needs to have circuits for all possible input
lengths. Thus, non-uniformity is a very different concept from practicality.

In informal discourse a word that has a precise definition might be used in a colloquial
sense that is quite different from – even inconsistent with – its technical meaning.

4We thank an anonymous referee for bringing this argument to our attention.
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Suppose one is interested in a problem with a fixed input length or even a fixed input
– for example, breaking pseudorandomness of the SHA256 compression function. The
distinction between uniformity and non-uniformity does not apply here, since every
algorithm is both uniform and non-uniform if there is only one permissible input length.
Nevertheless, it might be of interest to ask about the effect on running time of allowing
an advice string with a specific bound on its bitlength. Such questions can be said to
be in the “spirit” of non-uniformity, informally speaking.

More generally, the study of algorithms that need massive precomputation may be
regarded as somewhat analogous to non-uniform complexity. The analogy is loose and
imprecise, in part because in the former study one has to be concerned with the run-
ning time of the precomputation; in fact, it can be argued that the concrete study of
precomputation has more in common with uniform complexity where, to the best of our
knowledge, all adversaries and algorithms that have been developed in practice-oriented
cryptography are constructible, than with non-uniform complexity, where there might
be no feasible way known to find the advice strings. In any case, whatever meaning
one might give the term “non-uniform” in informal speech, such usage cannot serve
as justification for giving formal reductionist security proofs in the non-uniform model
of complexity, where any result has to be based on the assumption that a mathemat-
ical problem is intractible or a cryptographic primitive is secure even in the face of
unconstructible algorithms and adversaries.

3.3. Auxiliary information. A third argument in support of non-uniformity that one
sometimes hears is the following. An adversary often has a certain amount of possibly
helpful information when a protocol begins, and a definition should allow an adversary
to possess such information during its attack on the protocol. On p. 495 of [15], writing
about zero-knowledge, Goldreich says that one needs a definition that will “account for
auxiliary information that an adversary B∗ may have prior to entering the interaction.”
Also writing about zero-knowledge definitions, Goldwasser, Micali, and Rackoff [20] give
the following explanation:

Second, it should be explained why B′ sees an additional string H.... H
may be thought about in a number of different ways; H may be some
extra information that the verifier (cheating or not) happens to know.
For example, a zero-knowledge protocol for graph isomorphism should
remain zero-knowledge even if the verifier happens to know colorings for
the graphs. It is also possible that the protocol will be inserted in the
middle of another protocol, where the verifier has seen some history H.
There is the fear that this H was generated perhaps by interacting with
a machine of unlimited power; we want to rule out the possibility of the
verifier then obtaining knowledge by using H when interacting with A.

These observations about allowing for auxiliary input have often been interpreted as
calling for the non-uniform model of complexity. For example, in the Crypto 2007 paper
[31] we see the phrase “with respect to auxiliary input (or equivalently, with respect to
non-uniform adversaries)” (p. 206; italics in original). Later on the same page Unruh
makes the sweeping claim that
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...most modern cryptographic schemes are designed to be secure even in
the presence of an auxiliary input (given that the underlying complexity
assumptions hold against non-uniform adversaries).

In other words, one should use non-uniform complexity in order to take account of
auxiliary information.

However, in cryptographic practice the most common sources of auxiliary information
that might threaten the security of a protocol are: (1) earlier runs of the protocol or of
different protocols with which it is composed or in which it is embedded, (2) massive
precomputation, and (3) side-channel attacks. In most cases non-uniform complexity
does a poor job of modeling the adversary’s capabilities. This is because usually the
information that is generated by (1), (2) or (3) is not the same for all inputs of a given
bitlength, but rather depends on the particular parameter values that are being used.5

Thus, in most situations a result that says that a given protocol is secure against non-
uniform adversaries does not provide any assurance at all about what happens when the
protocol is confronted by an adversary that generates information in any of the ways
(1)-(3) that typically occur in practice.

3.4. Zero-knowledge. A related argument in favor of non-uniformity is that the non-
uniform model of complexity is basic to the theory of zero-knowledge, and for this reason
one should expect it to be used in other areas of cryptography as well. After the first
version of our paper [25] was posted, on 23 February 2012 Bellare sent an email to us
that concluded with the following paragraph:

You may also want to reflect that non-uniform complexity is used widely
in other parts of cryptography. For example, the classical treatment of
zero-knowledge uses it. Goldreich’s paper on a uniform treatment moves
to the uniform case but the bulk of work still uses non-uniform.

In this subsection, after recalling the basic setting in zero-knowledge, we describe what
is actually a very limited role of non-uniform complexity in that theory.

Non-uniformity may arise when proving that a certain interaction reveals no infor-
mation other than what it was designed to. This is the zero-knowledge property, not
to be confused with soundness (the assertion that the prover Alice cannot succeed un-
less she really knows the secret information) and completeness (the assertion that Alice
will be able to fulfill the demands of the verifier Victor if she does know the secret).
While soundness is normally demonstrated by a reduction argument (and the proof of
completeness is usually very easy and direct), the zero-knowledge property is proved
by means of a simulation argument – which is very different from giving a reductionist
security proof for a protocol. That is, to prove zero-knowledge one constructs a simu-
lator algorithm that for all but finitely many inputs creates a view that one shows is
indistinguishable from the view seen by Victor in his interaction with Alice. Since the
simulator does not interact with Alice or have access to any secret knowledge she has,
it follows that Victor’s interaction with Alice could not have leaked any information.

Notice that the zero-knowledge property is independent of whether or not the protocol
is secure in the sense of the soundness property. To illustrate this we consider an example

5An exception in the case of integer factorization is given in [6], where the massive precomputation
depends only on the bitlength of the number being factored.
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of a zero-knowledge proof of knowledge. Suppose that Alice has an RSA public modulus
N , and is using a zero-knowledge proof of her knowledge of the factors of N in order to
prove her identity to Victor. The statement that the protocol has the zero-knowledge
property means, informally speaking, that there is no way that Victor can use his
interaction with Alice to get any knowledge that will make it easier for him to factor N
than it was before the interaction; the protocol has the auxiliary-input zero-knowledge
property if this remains true no matter what additional information Victor has when the
interaction begins. It remains true even if Victor has already learned the factorization
of N (although what it says in that case is trivial).

Let Dick the Distinguisher be an adversary of the proof by simulation of the zero-
knowledge property. Most commonly that is interpreted to mean that there exists an
infinite sequence of inputs corresponding to increasing security parameters such that
Dick, with the possible help of auxiliary input, is able to distinguish between Victor’s
view and the simulator’s view. In this interpretation Dick is not required to find the
sequence of inputs; rather, in each case Dick has an advice string consisting of the input
together with the corresponding auxiliary input. Thus, Dick is a non-uniform algorithm.

However, in [13] Goldreich shows that the theory can be developed using an alterna-
tive interpretation, where Dick is required to find the inputs for which he can distinguish
Victor’s view from the simulator’s view. In other words, Dick is now a uniform algo-
rithm (but with auxiliary input). In [13] Goldreich also warns against the mistaken
notion that one can take care of the need for auxiliary input by using the non-uniform
model of complexity: “Hence, using a non-uniform formulation without introducing an
auxiliary input to the machines (and in particular to B∗) is not satisfactory” (p. 38). He
repeats this warning in [14] in a section titled “Why Not Go for a Fully Non-Uniform
Formulation?,” where he says that “the impression that non-uniform circuits account
for auxiliary inputs is wrong.”

In that section Goldreich mentions another difficulty with the “fully non-uniform
formulation,” namely, that it does not give the desired notion of zero-knowledge. We
can illustrate this using an example where there are only a few permissible inputs for
each input length. The Cunningham Project (see [7]), which played an important role
in the development of computational techniques in number theory, was concerned with
finding the complete factorization only of numbers of the form bn ± 1 for b ≤ 12 and
large n. Alice’s zero-knowledge protocol for proving that she knows the factorization of
N should remain meaningful if one restricts to N of the form bn ± 1, b ≤ 12. However,
in the fully non-uniform model zero-knowledge has no content in that setting, because
a non-uniform verifier Victor can trivially factor the sequence bn ± 1.

Thus, following Goldreich [13, 14], we conclude that non-uniform complexity has at
most a limited role in zero-knowledge – namely, in reference to Dick the Distinguisher
– and even there one can just as well use uniform algorithms with auxiliary input.
Moreover, the concepts of auxiliary input and non-uniformity are quite different and
should not be conflated.

Note that the soundness property of a zero-knowledge protocol – which is the only
one of the three properties that is proved using a reduction – is, as Goldreich points out,
best proved in the uniform model of complexity. There is no logical basis for citing zero-
knowledge proof methodologies as a reason for advocating non-uniformity in security
reductions.
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4. Misusing the definition of non-uniformity

If the notion of a non-uniform algorithm is used correctly, then in many contexts it
makes little difference if one asks for a uniform or non-uniform algorithm. For example,
in the case of the integer factorization problem there is no known non-uniform algorithm
with polynomial-size advice strings that is faster than all known uniform algorithms.6

One can imagine polynomial-size advice an that could help factor certain classes of n-bit
integers, but it is hard to conceive of such advice that would speed up the factorization
of arbitrary n-bit integers. In his textbook [14] Goldreich emphasizes this point:

We stress that [the non-uniform] machine M gets the same advice (i.e.,
an) on all inputs of the same length (i.e., n). Intuitively, the advice an
may be useful in some cases (i.e., for some computations on inputs of
length n), but it is unlikely to encode enough information to be useful
for all 2n possible inputs.

4.1. Discrete log problems. When one speaks of the input to a computational prob-
lem, one normally means all the information needed to describe the problem instance.
Even if certain parameters for a protocol are fixed system-wide, that does not mean
that they are not part of the input. For example, the input to a discrete log problem
includes a description of the group (such as the size q of the finite field or the equation of
the elliptic or hyperelliptic curve), even if this group is fixed in a given implementation
of the protocol. By definition, the advice supplied to a non-uniform algorithm must be
the same for all inputs of a given total bitlength.

Remark 3. For certain restricted problems there might be only one or a small number
of groups allowed for each input length; then the advice can depend on the particular
group. This would be the case, for example, if one is interested in solving the discrete
log problem only in prime fields of Mersenne-prime size or on anomalous binary elliptic
curves (of which there are only two for each extension field F2n if n is odd and one if n
is even).

A similar comment applies to the integer factorization problem. By definition, a non-
uniform algorithm for the Cunningham Project (see §3.4) would be permitted to have
different advice strings for each permissible input. (In the non-uniform model of course
the Cunningham Project is trivial.)

Remark 4. Even if a proposed algorithm does not satisfy the definition of a non-
uniform algorithm, it might nevertheless be a worthwhile contribution to computational
mathematics. For example, it would be of great interest to solve any of the following
open problems, although in no case would such a solution give a non-uniform algorithm:

Open problems. (1) Give a polynomial-time algorithm that, given any finite field Fq

and a polynomial-size advice string that depends only on q, computes discrete logarithms
in Fq.

(2) Give a polynomial-time algorithm that, given any elliptic curve E defined over
a finite field and a polynomial-size advice string that depends only on E, computes
discrete logarithms in E.

6If one relaxes “polynomial-size” to “subexponential-size,” then this is no longer true, according to
a recent result of Bernstein and Lange [6].
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(3) The same as (2) with “polynomial” replaced by “subexponential,” or by N1/4,
where N is the order of the group E.

In this section when we ask whether or not a proposed construction satisfies the
definition of a non-uniform algorithm, we are not addressing the separate question of
whether or not it is an interesting or worthwhile construction.

An erroneous use of the term “non-uniform” occurred in the work [27, 28] of Maurer
and Wolf, who claimed to have constructed (under a certain smoothness assumption
about numbers in the Hasse interval) a non-uniform reduction from the discrete log
problem (DLP) to the Diffie-Hellman problem (DHP). The theorem in a subsection of
[28] titled “Non-uniform equivalence” starts out as follows:

Let P be a fixed polynomial. For every finite cyclic group G with order
|G| = ∏

peii and such that all multiple prime factors pi of |G| are smaller
than P (log |G|), there exists an algorithm ...

Notice that the discrete log and Diffie-Hellman problems being considered allow expo-
nentially many possible groups for each value of log |G| and hence for each input length.
The authors then explain that “for every cyclic group G there exists a small piece of
information, which depends only on the order of G, that makes breaking the Diffie-
Hellman protocol and computing discrete logarithms equivalent in G.” Here the advice
string is much more than what’s permitted in a non-uniform algorithm, because it is
not the same for all group orders of a fixed bitlength.

Remark 5. The series of papers by Maurer and Wolf on the DLP and DHP went a
long way toward establishing the equivalence of these two fundamental problems. Our
purpose in raising the non-uniformity issue here is not in any way to question the value
of their work, but rather simply to point out an error in terminology. Is it nit-picking
pedantry to do this? Perhaps. However, researchers who believe in the importance of
theorem-proving for establishing the security of protocols frequently argue that one of
the advantages of a rigorous mathematical approach is that it forces cryptographers
to be careful and precise in their terminology. Indeed, in [22] Katz and Lindell give
“formulations of exact definitions” as Principle 1 of the “basic principles of modern
cryptography.” While terminological imprecision might not be worthy of note among
people who use ad hoc engineering approaches to evaluate the security of protocols,
it is disconcerting to find striking cases of inaccurate word usage – for instance, a
fundamental notion such as “non-uniform” used incorrectly – in the provable security
literature. See [24] for more discussion of the value of precise definitions.

4.2. Symmetric key. A somewhat different type of abuse of non-uniformity occurs in
reductionist proofs in symmetric-key cryptography. For example, suppose that someone
is proving a theorem about message authentication codes that are constructed from
compression functions f . The security reduction assumes one has a MAC adversary
and uses it to construct an f -adversary. The proof is non-uniform, and so the latter
adversary can have some advice wired into it. Now the question is: Can that advice
depend upon the function f used in an implementation of the MAC scheme? For
instance, can it consist of a message or pair of messages that have some unusual property
with respect to the particular function f? Or must it be the same advice if f is changed
to a different f∗ whose description has the same bitlength? For instance, suppose that
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the description of f involves some fixed vectors or S-boxes. One could change the fixed
vectors without changing the bitlength of the description of the compression function.

A troubling feature of proofs such as the NMAC proof in [2] is that the specification
of the function is not considered to be part of the variable input, but rather is regarded
as fixed. Through this sleight of hand one gets the right to give the algorithm advice
that depends on the specific compression function. This seems to be a dubious use of
the notion of a non-uniform algorithm.

Recall that a reduction from a problem P to a problem Q is an algorithm R that
solves P using an oracle for Q. If one in interested in a particular family of instances
of Q, one can study the lower bound on the time required to solve Q that follows using
the reduction R along with the best algorithms known for solving the corresponding
instances of P . However, the setting in which R applies is typically much more general
than the setting that might arise in a particular application.

For example, the work of Maurer and Wolf that was cited above [27, 28] showed that,
under a very plausible number-theoretic assumption concerning smooth integers in the
Hasse interval, the discrete log problem P reduces to the Diffie-Hellman problem Q in
subexponential time. The elegance and appeal of this reductionist theorem comes in
part because it applies to an arbitrary abelian group G. It is a separate question what
this theorem says about solving Q in a given family of groups. If those groups already
have a direct subexponential-time DLP algorithm (e.g., the multiplicative group of a
finite field), then the reduction may be of little value, whereas it tells you something
new and powerful about the difficulty of the DHP if the DLP in the group is believed
to be of fully exponential difficulty. However, the Maurer-Wolf reduction theorem is
independent of the issue of whether the DLP is easy or difficult in particular cases.

Similarly, in a security proof for NMAC it seems better to give the security reduction
in a general setting, independently of any consideration of what family of compression
functions might be used in a given application. A limitation of a proof of NMAC security
that needs to be restricted to a fixed family of compression functions, as in the case of
the proof in [2], is that it does not have the flexibility to allow some future protocol
designer to tinker a little with the compression function. An innocuous modification
of the underlying primitive (in this case the compression function f) that does not
affect a uniform reduction might cause a non-uniform reduction (in Bellare’s meaning
of “non-uniform”) to lose content.

Notice that in settings where the adversary’s task is an NP-search problem, no one
would be so foolish as to give a non-uniform proof with fixed functions, since such a proof
would be trivial and empty. For example, suppose that a theorem assumes collision-
resistance of a hash function. Such a theorem would be a useless and misleading triviality
if one regarded the hash function as fixed and allowed non-uniform adversaries (which
could then have collisions wired into them).

4.3. Confusing auxiliary input with non-uniformity. As we saw in §3.3, experts
in zero-knowledge have for a long time insisted on the need to take account of auxiliary
input in the definitions. Summarizing the consensus, Goldwasser and Kalai [19] say
simply that “by now, the terms zero-knowledge [21] and auxiliary-input zero-knowledge
[16] have become one and the same.” We also saw that, unfortunately, some writers
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interpret this as an argument for non-uniform complexity. There are several reasons
why this is a bad idea.

First, as we explained in §3.3, auxiliary input almost never is the same for all prob-
lem inputs of a given bitlength, and so the term “non-uniform” is incorrect. We find it
perplexing that people who believe in the importance of mathematical rigor in cryptog-
raphy would misuse fundamental terminology. When one uses “non-uniform” to also
mean “auxiliary-input,” one is making the word work double-shift.

‘That’s a great deal to make one word mean,’ Alice said in a thoughtful
tone.

‘When I make a word do a lot of work like that,” said Humpty Dumpty,
‘I always pay it extra.’ ([8], p. 191)

Second, the use of the wrong term causes some people to conclude that, if the non-
uniform model is pervasive in the theory of zero-knowledge, then it must be appropriate
to use it elsewhere in cryptography, in particular, in reductionist security arguments.
If, on the other hand, one understands that auxiliary input means something different
from non-uniformity, then one will not be led astray by this specious argument.

Third, the confusion between the two terms could lead someone to believe that a suite
of protocols has a fundamental security weakness when in fact it does not. Namely,
suppose that one of the protocols (say, for proof of identity) is shown to have the zero-
knowledge property with auxiliary input, and we mistakenly believe that this means
that the non-uniform model of complexity is being used in the reductionist arguments
for the soundness of the proof of identity and for the security of other protocols in
the suite. That means that any reductionist security theorem must be interpreted in
the non-uniform model, and this might greatly affect what such a theorem says about
concrete security. Thus, we could end up with a severe under -estimate of the security
of the suite of protocols.

Some cryptographers apparently believe that, in the words quoted earlier from [31],
“most modern cryptographic schemes are designed to be secure even...against non-
uniform adversaries.” This is, in fact, false. And, fortunately, there is no practical
need for most protocols to be secure against non-uniform adversaries. If that type of
security were necessary, then many protocols at the very least would have to greatly
increase their parameter sizes and thus lose efficiency.

5. History

A half-century ago in a paper [32] titled “The unreasonable effectiveness of mathe-
matics in the natural sciences” the physicist Eugene Wigner famously wrote that

...the enormous usefulness of mathematics in the natural sciences is some-
thing bordering on the mysterious and...there is no rational explanation
for it.

In the computational sciences, an example of the surprising practicality of a purely
mathematical notion is found in the concept of polynomial-time algorithms. There is
no a priori reason why this term should be taken to imply “feasible.” After all, an
algorithm with running time O(nc) (where n denotes input length) is not very practical
if c = 50. However, the empirical fact is that virtually all polynomial-time algorithms
that arise in practical problems of any importance are practical algorithms.
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During this year of celebration of the centenary of Alan Turing’s birth, it is worth-
while to recall that another example of the unreasonable effectiveness of mathematics is
given by the model of computation that Turing defined in [30]. Despite many decades
of intensive development of algorithms and despite the increase in computing power
between 1936 and 2012 by many orders of magnitude, the notion of a Turing machine
remains central to any systematic discussion of algorithms. This notion is, of course,
the uniform model of complexity.

In cryptography, Turing’s approach to computational complexity has been challenged
by researchers who claim that non-uniform complexity is better suited to concrete anal-
ysis of protocols. This claim – which we believe to be deeply flawed – has had a rather
confusing history.

On the one hand, twenty years ago one of the leading theoreticians gave a clear
explanation of the drawbacks of non-uniform complexity. In his seminal article [13],
Goldreich wrote:

A uniform transformation [security reduction] implies a non-uniform one,
whereas the converse is not always true. Hence, the uniform transforma-
tion supplied by the uniform treatment is technically superior to the non-
uniform one.... Another reason to prefer the uniform treatment is that
it is based only on uniform intractability assumptions. These assump-
tions are seemingly weaker (and never stronger) than their non-uniform
counterparts....

However, something is lost when relying on these (seemingly weaker)
uniform assumptions. Namely, the security we obtain is only against
the (seemingly weaker) uniform adversaries. We believe that this loss
in security is immaterial. Our belief is based on the thesis that uniform
complexity is the right model of “real-world” cryptography. We believe
that it is reasonable to consider only objects (i.e., inputs) generated by
uniform and efficient procedures and the effect that these objects have
on uniform and efficient observers (i.e., adversaries).

In the same vein, in his book [26] Luby wrote: “In general, a uniform reduction is much
more desirable than a non-uniform reduction” (p. 34).

At the opposite extreme, some prominent researchers in practice-oriented provable
security have adamantly maintained that the non-uniform model of complexity is prefer-
able to the uniform model. In a 24 February 2012 email to the first author, who had
asked why the paper [2] nowhere mentions that the main theorem is valid only in the
non-uniform complexity model, Bellare wrote the following:

My paper uses a concrete complexity framework. Such a framework is in-
herently non-uniform. This has been understood since such frameworks
started.... [W]hen complexity is concrete, we have non-uniformity.... I
had no idea my paper would be read by anyone not familiar with the
fact that concrete security is non-uniform.

Looking through the information on courses on the foundations of cryptography that
is available online, one gets the impression that, unfortunately, many of the lecturers
are closer to Bellare’s viewpoint than to that of Goldreich and Luby. For example,
in his Spring 2011 course on the Theoretical Foundations of Cryptography (see https:
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//wiki.cc.gatech.edu/theory), Chris Peikert at Georgia Tech explains one feature of his
model of computational security as follows:

The second aspect of our model, which we use only for modelling adver-

saries, is non-uniformity. The idea is that we allow an adversary to have
some extra “advice” that depends only on the length of its input. This
advice can only increase what the algorithm is capable of computing,
so security against non-uniform adversaries is potentially stronger than
against only uniform ones. The ability to have advice will also simplify
some of our security proofs.

In their lecture notes for a cryptography course at Cornell (see http://www.cs.cornell.
edu/courses/cs6830/2009fa/lecnotes.pdf), Rafel Pass and Abhi Shelat say that “The
primary motivation for using non-uniformity to model the adversary is to simplify def-
initions and proofs” (p. 22). Similarly, Boaz Barak at Princeton (see http://www.
cs.princeton.edu/courses/archive/fall07/cos433/#LEC3) explains that “We will some-
times allow the algorithm to get a small advice string as an additional input. (This is
not crucial but simplifies some of the proofs....)” It seems that many computer science
graduate students are being trained to view the non-uniform model of complexity as
something that should be used whenever it simplifies things and that is even likely to
give stronger results. This is doing these graduate students a disservice.

6. Conclusions

1. Uniform proofs are preferable to non-uniform ones. Non-uniform security reduc-
tions should be avoided if possible.

2. Terms such as “non-uniform complexity” that have precise meanings should be
used correctly so as to avoid misunderstandings. The notion of auxiliary input should
never be confused with the concept of a non-uniform algorithm or proof.

3. If a paper contains a non-uniform security reduction, the introduction should give
the reader a clearly worded warning about this.

4. A non-uniform reductionist security theorem should contain a clear and complete
statement of the input to the intractable problem or adversarial task in the hypothesis,
so that a reader understands what it means to allow advice strings that must be the
same for all inputs of a given bitlength.

5. Authors who prove security results in the non-uniform model should be very cau-
tious about claiming any concrete security guarantee at all.
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