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Abstract: People had developed some attack methods to attack hash function. These methods need to choose some "differential pattern"[Dau05]. We present a way to restrict the collisions that hold the "differential pattern". At the same time, to build a hash function that meet the different needs, we propose a construction.
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1. Introduction

Magnus Daum[Dao05] had presentation hash function and the attack methods Dobbertin’s method[Dob95, Dob96a, Dob96c, Dob97, Dob98a], Chabaud and Joux’s method [CJ98] and Wang’s method[WYY05]. These attack methods include two parts[Dao05].

One part is choosing "differential pattern" [Dao05]. The work in this part is use modular difference, xor-difference and bitwise deference define all differences in the calculation. Dobbertin’s method uses mainly modular divergences, Chabaud and Joux’s method uses xor-difference, and Wang’s method uses modular divergences, xor-difference and bitwise deference.

In Wang’s method, when "differential pattern" is determined, it can build sufficient conditions[EUROCRYPT’05] that hold the "differential pattern". The collision must satisfy the sufficient conditions. In a way, the sufficient conditions astrict the messages that will hold "differential pattern". But the sufficient conditions is for the chain values. In different attack, the messages that conform the "differential pattern" maybe different. If there is some measures can be used to astrict the messages, then it can control the collision that attacker can get. We will present ways to astrict the conditions in section 2 and section 3.

Because the hash function is a map that compress arbitrary long messages to fixed length values[Dao05]. So there always exists collisions, there always exists viable
"differential pattern". M. Schläffer and E. Oswald[1], P.-A. Fouque, G. Leurent, and P. Nguyen[1] had developed an algorithm to construct the differential path. The algorithm will determine the difference at every step operation in order. It can think of the algorithm as a search technology. The complexity of the algorithm depends on the size of difference space. If the calculation has more step operation, it will raise the size of difference space. But it will raise the calculation at the same time. We find a construction. With the construction, it can build hash function that user can regulate the number of the step operations to meet his requirement.

We will expound the ways that can be used restrict the differential path in section 2 and section 3. And then we will expound the construction in section 4.

We will discuss the shift of n-bits word, where \( n = 2' \).

2. Modular Difference And Bitwise Deference

The modular difference is the difference of \( x, x' \) that are elements of the ring of integers modulo \( 2^n \) as[Dao05]:

\[
\Delta^x x = x - x'
\]

And the bitwise difference is bitstrings difference of \( x, x' \) that are elements of the vector space \( F_2^n \) as[Dao05]:

\[
\Delta^x x \equiv \Delta^x (x, x') := (x_{n-1} - x'_{n-1}, x_{n-2} - x'_{n-2}, \ldots, x_0 - x'_0) := (\Delta^x x_{n-1}, \Delta^x x_{n-2}, \ldots, \Delta^x x_0)
\]

Where \( \Delta^x x_i \in \{-1,0,1\} \).

Because there exists:

\[
\begin{align*}
  x & = \sum_{i=0}^{n-1} x_i \times 2^i \\
  x' & = \sum_{i=0}^{n-1} x'_i \times 2^i
\end{align*}
\]

So there exists:

\[
\Delta^x x = x - x' = \sum_{i=0}^{n-1} x_i \times 2^i - \sum_{i=0}^{n-1} x'_i \times 2^i = \sum_{i=0}^{n-1} (x_i - x'_i) \times 2^i = \sum_{i=0}^{n-1} \Delta^x x_i \times 2^i \tag{2.1}
\]

To given \( \Delta^x x \), (2.1) maybe has many roots. That means there maybe are many bitwise differences has same modular difference.

We find a way to strict the number of the bitwise differences that has same modular difference. Let constant \( c = \sum_{i=0}^{n / 2 - 1} 2^{i \times 2} = 0, 0, 1, \ldots, 0, 1 \). And let hash function has two variable \( x \) and \( x_1 \). And \( x \) and \( x_1 \) satisfy:

\[
x_1 = x \land \sum_{i=0}^{n / 2 - 1} 2^{i \times 2} \tag{2.2}
\]

Then in the "differential pattern", there will be two differences as follow:
\[
\begin{align*}
\Delta^+_x &= x - x' = \sum_{i=0}^{n-1} \Delta^+_x x_i \times 2^i \\
\Delta^+_x l &= x l - x l' = x \land \sum_{i=0}^{n/2-1} 2^{i+2} - x' \land \sum_{i=0}^{n/2-1} 2^{i+2}
\end{align*}
\] (2.3)

There exists:
\[
\Delta^+_x l = x l - x l' = x \land C - x' \land C
\]
\[
= \sum_{i=0}^{n-1} \Delta^+_x l_i \times 2^i
\]
\[
= \sum_{i=0}^{n/2-1} \Delta^+_x x_i \times 2^{i+2}
\]

There is a proposition about the relation between modular differences \((\Delta^+_x, \Delta^+_x l)\) and bitwise difference \(\Delta^+_x\) as follows:

**Proposition 2.1:** There is sole one bitwise difference \(\Delta^+_x\) has the given modular differences \((\Delta^+_x, \Delta^+_x l)\) that satisfy (2.3) and \(\Delta^+_x \neq 0\).

**Proof:** It can compute the bitwise difference \(\Delta^+_x\) from the given modular differences \((\Delta^+_x, \Delta^+_x l)\) as follow steps:

1. Let \(i=0\).
2. The bit value of the \(2 \times i + 1\)-th bit of \(C\) is 0, then \(\Delta^+_x l_{2i+1} = 0\)
3. Compute 
\[
z = (\Delta^+_x l) \mod 2^{2i+2} - \sum_{j=0}^{2i+1} \Delta^+_x l_j \times 2^j.
\]
Then
\[
z = \Delta^+_x l_{2i+1} \times 2^{2i+1} + \Delta^+_x l_{2i} \times 2^{2i} + 2^{2i+2} \mod 2^{2i+2}
\]
Because \(\Delta^+_x l_{2i+1} = 0\), then
\[
\Delta^+_x l_{2i} \times 2^i = z + k \times 2^{2i+2}
\]
\(k = 0, \pm 1, \pm 2, \ldots\)

i) If \(z = 2^{i+2}\), there has \(\Delta^+_x l_{2i} = z \times 2^{i+2} = 1\)

ii) If \(z = 0\), there has \(\Delta^+_x l_{2i} = z \times 2^{i+2} = 0\)

iii) If \(z = 3 \times 2^{i+2}\), there has \(\Delta^+_x l_{2i} = (z + (-1) \times 2^{2i+2}) / 2^{i+2} = -1\)

4. If \(i < n/2\), let \(i = i + 1\), turn to step 2.
5. Let \(i=0\)
6. Compute 
\[
z = (\Delta^+_x) \mod 2^{2i+3} - \Delta^+_x x_{2i+2} \times 2^{2i+2} = \sum_{j=0}^{2i+2} \Delta^+_x x_j \times 2^j.
\]
Then
\[
z = \Delta^+_x x_{2i+1} \times 2^{2i+1} + 2^{2i+3} \mod 2^{2i+3}
\]
Then
\[
\Delta^+_x x_{2i+1} \times 2^{2i+1} = z + k \times 2^{2i+3}
\]
\(k = 0, \pm 1, \pm 2, \ldots\)

i) If \(z = 2^{i+2}\), there has \(\Delta^+_x x_{2i+1} = z \times 2^{i+2} = 1\)

ii) If \(z = 0\), there has \(\Delta^+_x x_{2i+1} = z \times 2^{i+2} = 0\)

iii) If \(z = 3 \times 2^{i+2}\), there has \(\Delta^+_x x_{2i+1} = (z + (-1) \times 2^{2i+3}) / 2^{i+2} = -1\)

7. If \(i < n/2\), let \(i = i + 1\), turn to step 6

It will compute out the only one bitwise difference \(\Delta^+_x\) with given modular differences \((\Delta^+_x, \Delta^+_x l)\) by mention steps. So there is only one bitwise difference \(\Delta^+_x\) has the given
modular differences \((\Delta^+ x, \Delta^+ x_1)\) that satisfy (2.3) and \(\Delta^+ x \neq 0\). □

So it can use (2.2) to make there is only one bitwise difference satisfy some modular differences in the "differential pattern".

3. Data-depend function
In this section, we will expound a way that can restrict the message data conform the "differential pattern".

3.1 A System of Equation
At first, let hash function has two variables \(x, y_1\) and \(y_2\). And \(x, y_1, y_2\) satisfy the system of equation as follows:

\[
\begin{cases}
y_1 = x \ll (n - r) + 2^{n-1-r} - 0 \\ y_2 = x >> r
\end{cases}
\quad 0 \leq r \leq n - 1
\]

where \(r\) depends on message. (3.1) can be divided, for further analysis, in two cases: \(r = r'\) and \(r \neq r'\).

3.2 case 1: \(r = r'\)
To two computes with \((x, r)\) and \((x', r')\), there is the differences as follow:

\[
\begin{cases}
\Delta^+ x = x - x' \\
\Delta^+ y_1 = x \ll (n - r) - x'(n - r') \\
\Delta^+ y_2 = x >> r - x' >> r'
\end{cases}
\]

There is a proposition as follows:
**Proposition 3.1:** To given differences \(\Delta^+ x, \Delta^+ y_1, \Delta^+ y_2\), if \(\Delta^+ x \neq 0\quad \Delta r = 0\), (3.2) will has:

\[
r = n - \log_2((\Delta^+ y_2 \times 2^n + \Delta^+ y_1) / \Delta^+ x)
\]

**Proof:** Let:

\[
\begin{align*}
x &:= (x_{n-1}, \ldots, x_0) \\
x' &:= (x'_{n-1}, \ldots, x'_0) \\
x^l &:= (x_{n-1}, \ldots, x_r) \\
x^r &:= (x_{r-1}, \ldots, x_0) \\
x'^l &:= (x'_{n-1}, \ldots, x'_r) \\
x'^r &:= (x'_{r-1}, \ldots, x'_0)
\end{align*}
\]

There will exist:
\[
\begin{align*}
\Delta^* x l &= (xl - xl') \\
\Delta^* x r &= (xr - xr') \\
\Delta^* x &= \Delta^* x l \times 2^r + \Delta^* x r \\
\Delta^* y l &= \Delta^* x r \times 2^{n-r} \\
\Delta^* y 2 &= \Delta^* x l
\end{align*}
\] (3.4)

Then:

\[
\Delta^* x \times 2^{n-r} = \Delta^* x l \times 2^n + \Delta^* x r \times 2^{n-r} = \Delta^* y 2 \times 2^n + \Delta^* y 1
\] (3.5)

If \( \Delta^* x \neq 0 \), there exists:

\[
r = n - \log_2 ((\Delta^* y 2 \times 2^n + \Delta^* y 1) / \Delta^* x)
\]

So in "differential pattern", if there exist the given differences \((\Delta^* x, \Delta^* y_1, \Delta^* y_2)\) that \( \Delta^* x \neq 0 \) \( \Delta r = 0 \), the parameter \( r \) will be fixed and cannot be modified.

### 3.3 case 2: \( r \neq r' \)

Let \( \Delta r = r - r' \). We use bitwise differences analyses (3.1). Denote \( x, y_1, y_2 \) as follows:

\[
x := (x_{n-1}, \ldots, x_0) \\
y_1 := (y_{1_{n-1}}, \ldots, y_{1_0}) \\
y_2 := (y_{2_{n-1}}, \ldots, y_{2_0})
\] (3.6)

Then there has:

\[
x_i = y_{1, i} \quad 0 \leq i < n - r
\] (3.7.1.a)

\[
x_i = y_{1, i} \quad 0 \leq i < n - r
\] (3.7.1.b)

\[
y_{2, i} = x_{i + r} \quad 0 \leq i < n - r
\] (3.7.2.a)

\[
y_{2, i} = x_{i + r} \quad r \leq i < n
\] (3.7.2.b)

To two computes with \((x, y_1, y_2, r)\) and \((x', y_1', y_2', r')\), there exist differences as follows:

\[
\begin{align*}
\Delta^* x_i &= x_i - x'_i \quad 0 \leq i < n \\
\Delta^* y l_i &= y l_i - y l'_i \\
\Delta^* y 2_i &= y 2_i - y 2'_i
\end{align*}
\] (3.8)
We suppose \( r > r' \), then there exists:

\[
\begin{align*}
\Delta^i y_1 &= 0 \quad i < n - r - 1 \\
\Delta^i y_2 &= 0 \quad n - r' \leq i 
\end{align*}
\]  
(3.9)

Because \( r > r' \), by (3.7.1.a) and (3.7.2.a), there has:

\[
\begin{align*}
y_{1_{a-1-r}} &= 1 \\
y'_{1_{a-1-r}} &= 0 \\
\Delta^i y_{1_{a-1-r}} &= y_{1_{a-1-r}} - y'_{1_{a-1-r}} = 1
\end{align*}
\]  
(3.10)

Because \( 0 \leq r' < r \leq n - 1 \), there exists \( 0 \leq n - 1 - r < n - 1 \). By (3.9), if \( i < n - r - 1 \), there exists \( \Delta^i y_1 = 0 \). Then to given difference \( \Delta^i y_1 \), there exist:

\[
r = n - 1 - \min \{ i | \Delta^i y_1 = 1 \}
\]  
(3.11)

Because \( \Delta r = r - r' \), there exists \( r' = r - \Delta r \). Now \( r \) and \( r' \) are computed out, it can compute the message from given differences. We will divide \( x \) and \( x' \) to two parts and compute as follow two sections.

3.3.1 \textbf{compute} \((x_{r-1}, \ldots, x_0)\) and \((x'_{r-1}, \ldots, x'_0)\)

If we study (3.7.1.a)–(3.9), we will find that \( y_{1_{i-n-r}} = x_{i-(n-r)} \) and \( y'_{1_{i-n-r}} = 0 \) \((n - r \leq i < n - r')\).

It can compute \( x_{i-(n-r)} \), then it can compute \( x'_{i-(n-r)} \) by \( \Delta^i x_{i-(n-r)} = x_{i-(n-r)} - x'_{i-(n-r)} \), then there exists \( y'_{1_{i+(r-r')-(n-r)}} = x'_{i-(n-r)} \) and \( y'_{1_{i+(r-r')-(n-r)}} = x'_{i-(n-r)} \) turn to

\[
\Delta^i y_{1_{i+(r-r')-(n-r)}} = y_{1_{i+(r-r')-(n-r)}} - y'_{1_{i+(r-r')-(n-r)}} = x_{i-(n-r)} - x'_{i-(n-r)}
\]

to compute \( x_{i-(n-r)+i-r} \)..... If repeat these steps, it will compute bits \( x_{i-(n-r)+i-(r-r')} \). Then it can compute \((x_{r-1}, \ldots, x_0)\) and \((x'_{r-1}, \ldots, x'_0)\) as follows steps:

1. Let \( j = 0 \).
2. Let \( i = 0 \).
3. Compute \( x_{j+i-(r-r')} = y_{j+i-(r-r')+(n-r)} = \Delta^i y_{j+i-(r-r')+(n-r)} + y'_{j+i-(r-r')+(n-r)} \) by (3.7.1.b) and (3.9).
4. Compute \( x'_{j+i-(r-r')} = x_{j+i-(r-r')-(n-r)} - \Delta^i x_{j+i-(r-r')} \) by (3.8), and if \( j + i \times (r-r') < r' \), compute \( y'_{j+i-(r-r')+(n-r)} \) by (3.7.1.a) as follows:

\[
y'_{j+i-(r-r')+(n-r)} = y'_{j+i-(r-r')+(n-r)} = x'_{j+i-(r-r')+(n-r)}
\]
5. Let \( i = i+1 \).
6. If \( j + i \times (r-r') < r \), turn to step 3.
7. Let \( j = j+1 \).
8. If \( j < r-r' \), turn to step 2.

From above-mentioned compute steps, it is easy know that there is sole bits \((x_{r-1}, \ldots, x_0, x'_{r-1}, \ldots, x'_0)\) will satisfy (3.8).
3.3.2 compute \((x_{n-1}, \ldots, x_r)\) and \((x'_{n-1}, \ldots, x'_r)\)

If we study (3.7.1.a)–(3.9), we will find that \(y_{2i} = x'_{i+i}, \) and \(y_{2j} = 0\) \((n - r < i \leq n - r').\) It can compute \(x'_{i+r},\) then it can compute \(x_{i+r},\) by \(\Delta^+ x_{i+r} = x_{i+r} - x'_{i+r},\) then there exists \(y_{2i-(r-r')} = x_{i+r},\) and \(y_{2j-(r-r')} = x'_{i-(r-r')} + x'_{i-(r-r')}\) turn to \(\Delta^+ y_{2i-(r-r')} = y_{2i-(r-r')} - y_{2j-(r-r')}\) to compute \(x'_{i+r-1} = (r-r') \ldots.\) If repeat these steps, it will compute bits \(x_{i+r-1}, \ldots, x_{i+r}).\) Then it can compute \((x_{n-1}, \ldots, x_r)\) and \((x'_{n-1}, \ldots, x'_r)\) as follows steps:

We will compute \((x_{n-1}, \ldots, x_r)\) and \((x'_{n-1}, \ldots, x'_r)\) as follows steps:

1. Let \(j=0.\)
2. Let \(i=0.\)
3. Compute \(x_{n-1-j-(r-r')} = y_{2n-1-j-(r-r')} = y_{2n-1-j-(r-r')} - \Delta^+ y_{2n-1-j-(r-r')}\) by (3.9.2.b) and (3.10).
4. Compute \(x_{n-1-j-(r-r')} = x_{n-1-j-(r-r')} + \Delta^- x_{n-1-j-(r-r')}\) by (3.10), and if \(n-1-j-(i+1)\times(r-r')-r' \geq 0,\) compute \(y_{2n-1-j-(i+1)\times(r-r')}\) by (3.9.2.a) as follows:
   \[
y_{2n-1-j-(i+1)\times(r-r')} = y_{2n-1-j-(r-r')} = x_{n-1-j-(r-r')}\]
5. Let \(i=i+1.\)
6. If \(n-1-j-1\times(r-r')-r' \geq 0,\) turn to step 3.
7. Let \(j=j+1.\)
8. If \(j < r-r',\) turn to step 2.

From above-mentioned compute steps, it is easy know that there is sole bits \((x_{n-1}, \ldots, x_r, x'_{n-1}, \ldots, x'_r, )\) will satisfy (3.8).

So there exists proposition as follows:

**Proposition 3.2:** To given differences \(\Delta^+ x, \Delta^+ y_1, \Delta^+ y_2,\) if \(\Delta r \neq 0,\) there is sole pair \((x,x')\) satisfy (3.8).

**Proof:** Let \(r > r',\) then it can compute \((x_{r-1}, \ldots, x_0)\) and \((x'_{r-1}, \ldots, x'_0)\) by the steps given in section 3.3.1. And it can compute the sole \((x_{n-1}, \ldots, x_r)\) and \((x'_{n-1}, \ldots, x'_r)\) by the steps given in section 3.3.2.

So there is only one pair \((x,x')\) satisfy (3.8) \(\square\)

By proposition 3.2, we will know that if \(\Delta r \neq 0,\) there is only one collision will hold given differences. So it can modify the input.

In section 3, we discuss a system of equation (3.1) in two cases. And we get proposition 3.1 and proposition 3.2. By proposition 3.1, if the input difference \(\Delta^+ x \neq 0,\) the parameter \(r\) will be fixed. By proposition 3.2, if the parameter difference does not equal to zero, then there is only collision will conform the given differences.
By the way, the proposition 3.2 use bitwise differences to analyze, and the modular differences is the mainly differences that used to analyses hash function. So the proposition 3.2 maybe not works. But it can use (2.2) to strict the differences.

4. Alterable Iteration Mix Construction (AIMC)

The compression function construction of some hash functions as follows:

![Diagram](image)

Figure. 1 original compression function construction: M is the message data to be hashed, EM is extended words, \(h^i\) and \(h^{i+1}\) are hash chain value

With the construction shown in figure 1, it will use simple and high efficiency core function to build compression function. But if the ways that build the viable differential path is found, it is not easy to change the system.

At the same time, hash function is used in different scene, user maybe has different requirement, to meet these requirements, it need hash function are flexible.

M. Schläffer and E. Oswald[0], P.-A. Fouque, G. Leurent, and P. Nguyen[2] had developed an algorithm to build the differential path. Because it need determine all the differences that appear in the differential path. It can treat the algorithm as search technology. The complexity of the algorithm depend on the number of the step operation. So if the hash function has more step operations, it will increaseed complexity of the algorithm.
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Figure. 2 Alterable Iteration Mix Construction (AIMC): RT is set by user

The direct idea is let user adjust the number of step operations to meet his requirement.
We find a construction Alterable Iteration Mix Construction (AIMC). The new construction as figure 2:

In construction AIMC, the core functions are put into a circle. To avoid just simple repeat the core functions, it should modify the extended message words, constants or core function every circle.

In construction AIMC, if the parameter RT is turned up, it will lead to:

1. The number of the step operation will be raise. Because the complexity of the algorithm that build the differential path depends on the number of the step operation. So the complexity of the algorithm that build the differential path will be raise.

2. If the hash function is build with some appropriate constructions, when there are more step operations, more bits in message will be fixed.

This will make it harder to build the differential path, and the differential path will fix more bits in message.

5. Conclusions
In this paper, we propose use (2.2) and (3.1) to strict differential path. By proposition 2.1, proposition 3.1 and proposition 3.1, equation (2.2) and (3.1) will strict the differences and the input that conform given differences. In fact, we find another simple nonlinear operation multiplication can be used to strict the variable to given difference. But multiplication needs multiplication operation.

To build a flexible hash function to satify different requirement, we propose construction AIMC that user can change the number of the step operations. We just give out preliminary construction, some details depend on the concrete hash function.

To design economic hash function with (2.2), (3.1) and construction AIMC, it need study core function and some construction to reduce system calculation. To reduce system calculation, it need some way to make there are many bits is fixed in possible lower step operations. Line codes are simple and well researched. It can use the min-Hamming weight of a line code to make there will have many differences in a differential path. We had find a line code when we design DDHA[2]. The min-Hamming Weight of the line code in DDHA[2] is 8. To find out the effect and the way to improve, it need find out some character about the line code. We will work on it.
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