# Efficient Indifferentiable Hashing into Ordinary Elliptic Curves^ 

Eric Brier ${ }^{1}$, Jean-Sébastien Coron ${ }^{2}$, Thomas Icart ${ }^{2 \star \star}$, David Madore ${ }^{3}$, Hugues Randriam ${ }^{3}$, and Mehdi Tibouchi ${ }^{2,4 \star * *}$<br>${ }^{1}$ Ingenico<br>eric.brier@ingenico.com<br>${ }^{2}$ Université du Luxembourg<br>jean-sebastien.coron@uni.lu, thomas.icart@m4x.org<br>${ }^{3}$ TELECOM-ParisTech<br>\{david.madore, randriam\}@enst.fr<br>${ }^{4}$ École normale supérieure<br>mehdi.tibouchi@ens.fr


#### Abstract

We provide the first construction of a hash function into ordinary elliptic curves that is indifferentiable from a random oracle, based on Icart's deterministic encoding from Crypto 2009. While almost as efficient as Icart's encoding, this hash function can be plugged into any cryptosystem that requires hashing into elliptic curves, while not compromising proofs of security in the random oracle model. We also describe a more general (but less efficient) construction that works for a large class of encodings into elliptic curves, for example the Shallue-Woestijne-Ulas (SWU) algorithm. Finally we describe the first deterministic encoding algorithm into elliptic curves in characteristic 3 .


## 1 Introduction

Hashing into Elliptic Curves. Many elliptic curve cryptosystems require to hash into an elliptic curve. For example in the Boneh-Franklin IBE scheme [6], the public-key for identity $i d \in\{0,1\}^{*}$ is a point $Q_{i d}=H_{1}(i d)$ on the curve. This is also the case in many other pairing-based cryptosystems including IBE and HIBE schemes [1,19,22], signature and identity-based signature schemes [5,7,8,13,35] and identity-based signcryption schemes $[10,25]$.

Hashing into elliptic curves is also required for some passwords based authentication protocols, for instance the SPEKE (Simple Password Exponential Key Exchange) [24] and the PAK (Password Authenticated Key exchange) [11], and also for discrete-log based signature schemes such as [14] when instantiated over an elliptic curve. In all those previous cryptosystems, security is proven when the hash function is seen as a random oracle into the curve. However, it remains to determine which hashing algorithm should be used, and whether it is reasonable to see it as a random oracle.

In [6], Boneh and Franklin use a particular supersingular elliptic curve $E$ for which, in addition to the pairing operation, there exists a one-to-one mapping $f$ from the base field $\mathbb{F}_{p}$ to $E\left(\mathbb{F}_{p}\right)$. This enables to hash using $H_{1}(m)=f(h(m))$ where $h$ is a classical hash function from $\{0,1\}^{*}$ to $\mathbb{F}_{p}$. The authors show that their IBE scheme remains secure when $h$ is seen as a random oracle into $\mathbb{F}_{p}$ (instead of $H_{1}$ being seen as a random oracle into $E\left(\mathbb{F}_{p}\right)$ ). However, when no pairing operation is required (as in $[11,14,24])$, it is more efficient to use ordinary elliptic curves, since supersingular curves require much larger security parameters due to the MOV attack [27].

For hashing into an ordinary elliptic curve, the classical approach is inherently probabilistic: one can first compute an integer hash value $x=h(m)$ and then determine whether $x$ is the abscissa of a

[^0]point on the elliptic curve:
$$
y^{2}=x^{3}+a x+b
$$
otherwise one can try $x+1$ and so on. Using this approach the number of operations required to hash a message $m$ depends on $m$, which can lead to a timing attack (see [9]). To avoid this attack, one can determine whether $x+i$ is the abscissa of a point, for all $i$ between $0 \leq i<k$, and use for example the smallest such $i$; here $k$ is a security parameter that gives an error probability of roughly $2^{-k}$. However, this leads to a very lengthy hash computation.

The first algorithm to generate elliptic curve points in deterministic polynomial time was published in ANTS 2006 by Shallue and Woestijne [31]. The algorithm has running time $\mathcal{O}\left(\log ^{4} p\right)$ for any $p$, and $\mathcal{O}\left(\log ^{3} p\right)$ when $p \equiv 3(\bmod 4)$, using standard multiplications. The rational maps in [31] were later simplified and generalized to hyper-elliptic curves by Ulas in [34]; we refer to this algorithm as the Shallue-Woestijne-Ulas (SWU) algorithm. Letting $f: \mathbb{F}_{p} \rightarrow E\left(\mathbb{F}_{p}\right)$ be the function defined by SWU, one can then hash in deterministic polynomial time using $H(m)=f(h(m))$ where $h$ is any hash function into $\mathbb{F}_{p}$.

Another deterministic hash algorithm for ordinary elliptic curves was recently published by Icart in [23]. The algorithm works for $p \equiv 2(\bmod 3)$, with complexity $\mathcal{O}\left(\log ^{3} p\right)$. Given any elliptic curve $E$ defined over $\mathbb{F}_{p}$, Icart defines a function $f$ that is an algebraic function from $\mathbb{F}_{p}$ into the curve. As previously given any hash function $h$ into $\mathbb{F}_{p}$, one can use $H(m)=f(h(m))$ to hash into $E\left(\mathbb{F}_{p}\right)$. As shown in [23], $H$ is one-way if $h$ is one-way.

The Random Oracle Model (ROM). Many cryptosystems based on elliptic curves have been proven secure in the random oracle model, see for example $[1,5,6,7,8,10,11,13,19,22,24,25,35]$. In the random oracle model [3], the hash function is replaced by a publicly accessible random function (the random oracle); the adversary cannot compute the hash function by himself but instead he must query the random oracle. Obviously, a proof in the random oracle model is not fully satisfactory, because such a proof does not imply that the scheme will remain secure when the random oracle is replaced by a concrete hash function. Numerous papers have shown artificial schemes that are provably secure in the ROM but completely insecure when the RO is instantiated with any function family (see [12]). Despite these separation results, a proof in the ROM is believed to indicate that there are no structural flaws in the design of the system, and that no flaw will suddenly appear when a "well designed" hash function is used instead.

For a cryptosystem that requires a hash function $H$ into an ordinary elliptic curve (such as [11,24]), one possibility could be to use $H(m)=f(h(m))$ where $f$ is either Icart or SWU's function and $h$ is a hash function into $\mathbb{F}_{p}$. However we know that neither Icart nor SWU's function generate all the points of $E$; for example, Icart's function covers only about $5 / 8$ of the points $[17,18]$; moreover it is easy to see that the distribution of $f(h(m))$ is not uniform in the image of $f$. Therefore the current proofs in the random oracle model for $H$ do not guarantee the security of the resulting scheme when $H(m)=f(h(m))$ is used instead (even if $h$ is assumed to be ideal). In other words, even if a proof in the random oracle for $H$ can indicate that there are no structural flaws in the design of the cryptosystem, using $H(m)=f(h(m))$ could introduce a flaw that would make the resulting cryptosystem completely insecure (we give an example in Section 5.2).

Our Results. We provide the first construction of a hash function $H$ into ordinary elliptic curves with the property that any cryptosystem proven secure assuming $H$ is a random oracle remains secure when our construction is plugged instead (still assuming that the underlying $h$ is a random oracle). For this we use the indifferentiability framework of Maurer et al. [26]. As shown in [15], when a construction
$H$ is indifferentiable from a random oracle, such a construction can then replace a random oracle in any cryptosystem, and the resulting scheme remains secure in the random oracle model for $h$.

Since the output of Icart and SWU functions only covers a fraction of the elliptic curve points, we cannot use the construction $H(m)=f(h(m))$ for indifferentiable hashing. Our main result is to show that for Icart's function $f$, we can use the following alternative construction which is almost as efficient:

$$
H(m):=f\left(h_{1}(m)\right)+f\left(h_{2}(m)\right)
$$

where $h_{1}, h_{2}$ are two hash functions into $\mathbb{F}_{p}$, and + denotes elliptic curve addition. Therefore $H(m)$ can be used in any cryptosystem provably secure with random oracle into elliptic curves, and the resulting cryptosystem remains secure in the random oracle model for $h_{1}$ and $h_{2}$.

However the proof involves somewhat technical tools from algebraic geometry, and it is not so simple to adapt to other encodings such as the SWU algorithm. Therefore we describe a more general (but less efficient) construction that applies to a large class of encoding functions satisfying a few simple axioms. Those encodings include Icart's function, the SWU algorithm, new deterministic encodings in characteristic 3, etc. More precisely, given an elliptic curve $E$ defined over $\mathbb{F}_{p}$ whose group of points is cyclic of order $N$ with generator $G$, our general construction is as follows:

$$
H(m):=f\left(h_{1}(m)\right)+h_{2}(m) G
$$

where $h_{1}:\{0,1\}^{*} \rightarrow \mathbb{F}_{p}$ and $h_{2}:\{0,1\}^{*} \rightarrow \mathbb{Z}_{N}$ are two hash functions, and $f$ is SWU or Icart's function. We show that $H(m)$ is indifferentiable from a random oracle when $h_{1}$ and $h_{2}$ are seen as random oracles. Intuitively, the term $h_{2}(m) G$ plays the role of a one-time pad; this ensures that $H(m)$ can behave as a random oracle even though $f\left(h_{1}(m)\right)$ does not reach all the points in $E$. Note that one could not use $H(m)=h_{2}(m) G$ only since in this case the discrete logarithm of $H(m)$ would be known, which would make most protocols insecure. ${ }^{5}$

We also show how to extend the two previous constructions to hashing into a subgroup of an elliptic curve (whether its group of points is cyclic or not) and to hash functions into strings (rather than $\left.\mathbb{F}_{p}\right)$. We also describe a slightly more efficient variant of the SWU algorithm when $p \equiv 3(\bmod 4)$. Finally, we describe the first deterministic encoding algorithms into elliptic curves in characteristic 3.

## 2 Preliminaries

### 2.1 Deterministic Encodings to Elliptic Curves

The indifferentiable hash function constructions proposed in this paper can be based on various deterministic encoding functions to elliptic curves. The first example of such an encoding is the one introduced by Boneh and Franklin in [6] for supersingular elliptic curves (see below). For ordinary (i.e. non-supersingular) elliptic curves, the two main encoding functions introduced thus far are due to Shallue and Woestijne with later improvements by Ulas (SWU) $[31,34]$ on the one hand, and to Icart [23] on the other. They are defined on ordinary curves over finite fields of characteristic $>3$; we describe them succinctly below. They also admit variants over binary fields.

Supersingular Curves and Boneh-Franklin Admissible Encoding An elliptic curve $E$ over $\mathbb{F}_{p}$ is called supersingular when it has exactly $p+1$ points over $\mathbb{F}_{p}$. When $p \equiv 2(\bmod 3)$, the map $x \mapsto x^{3}$ is a bijection, therefore the curves $Y^{2}=X^{3}+b$ are supersingular. One can then define the encoding

$$
f: u \mapsto\left(\left(u^{2}-b\right)^{1 / 3}, u\right)
$$

[^1]and the hash function $H(m):=f(h(m))$, where $h$ is a classical hash function into $\mathbb{F}_{p}$.
In the Boneh-Franklin scheme [6], one actually works in a subgroup $\mathbb{G}$ of prime order $q$ of $E_{a, b}\left(\mathbb{F}_{p}\right)$; one lets $\ell$ be the co-factor such that $p+1=\ell \cdot q$. One requires that $q$ does not divide $\ell$ (i.e. that $q^{2}$ does not divide $p+1$ ). In order to hash into $\mathbb{G}$, one can therefore use the encoding $f_{\mathbb{G}}(u):=\ell f(u)$ and the hash function into $\mathbb{G}$ :
\[

$$
\begin{equation*}
H_{\mathbb{G}}(u):=f_{\mathbb{G}}(h(m)) \tag{1}
\end{equation*}
$$

\]

In [6], Boneh and Franklin introduced the following notion of admissible encoding:
Definition 1 (Boneh-Franklin admissible encoding [6]). A function $f: S \rightarrow R$ between finite sets is an admissible encoding if it satisfies the following properties:

1. Computable: $f$ is computable in deterministic polynomial time;
2. $\ell$-to-1: for any $r \in R, \# f^{-1}(r)=\ell$;
3. Samplable: there exists a probabilistic polynomial time algorithm that for any $r \in R$ returns a random element in $f^{-1}(r)$.

The authors of [6] show that if $f: S \rightarrow \mathbb{G}$ is an admissible encoding in this sense, then the BonehFranklin scheme is secure with $H(m)=f(h(m))$, in the random oracle model for $h:\{0,1\}^{*} \rightarrow S$. Since the function $f_{\mathbb{G}}$ is easily seen to be an admissible encoding under the previous definition, this shows that with $H_{\mathbb{G}}$ Boneh-Franklin is provably secure in the random oracle model for $h$.

In this paper, we introduce a new notion of admissible encoding that is more general than the previous notion. This enables us to define admissible encodings to ordinary elliptic curves as well as supersingular ones. Moreover, we show that the resulting hash functions are indifferentiable from a random oracle; therefore, they can be used in any cryptosystem, not only in Boneh-Franklin.

The Shallue-Woestijne-Ulas Algorithm. The first algorithm to generate elliptic curve points in deterministic polynomial time was published in ANTS 2006 by Shallue and Woestijne [31]. The maps were later simplified and generalized to hyperelliptic curves by Ulas in [34]; we recall those maps in the following result.

Lemma 1 (Ulas [34]). Let $\mathbb{F}_{q}$ be a finite field and let $g(x):=x^{3}+a x+b$, where $a, b \neq 0$. Let:

$$
\begin{array}{ll}
X_{1}(t, u)=u & X_{2}(t, u)=\frac{-b}{a}\left(1+\frac{1}{t^{4} g(u)^{2}+t^{2} g(u)}\right) \\
X_{3}(t, u)=t^{2} g(u) X_{2}(t, u) & U(t, u)=t^{3} g(u)^{2} g\left(X_{2}(t, u)\right)
\end{array}
$$

Then

$$
\begin{equation*}
U(t, u)^{2}=g\left(X_{1}(t, u)\right) \cdot g\left(X_{2}(t, u)\right) \cdot g\left(X_{3}(t, u)\right) \tag{2}
\end{equation*}
$$

From equation (2) at least one of $g\left(X_{1}(t, u)\right), g\left(X_{2}(t, u)\right)$ and $g\left(X_{3}(t, u)\right)$ must be a quadratic residue. Therefore, either $X_{1}(t, u), X_{2}(t, u)$ or $X_{3}(t, u)$ is the abscissa of a point on the curve $y^{2}=g(x)$. Computing the corresponding $y$ requires to compute a square root; when $q \equiv 3(\bmod 4)$, this is simply an exponentiation. However for $q \equiv 1(\bmod 4)$, no deterministic algorithm is known for computing square roots. The Tonelli-Shanks algorithm [30] requires to use a non-quadratic residue, and it is unknown how to generate such non-quadratic residue deterministically. One of the main contributions of [31] is to show a deterministic variant of the Tonelli-Shanks algorithm when an equality of the form $a_{0} a_{1} a_{2}=b^{2}$ holds, as with equation (2); this gives a deterministic encoding algorithm even for $q \equiv 1$ $(\bmod 4)$.

In Section 7, we provide a simplified version of the Ulas maps when $q \equiv 3(\bmod 4)$. This enables to slightly improve the efficiency of the SWU algorithm.

Icart's Function. Consider an elliptic curve $E$ over a finite field $\mathbb{F}_{q}$, with $q$ odd and congruent to $2 \bmod 3$, with equation:

$$
Y^{2}=X^{3}+a X+b
$$

Icart's function is defined in [23] as the map $f_{a, b}: \mathbb{F}_{q} \rightarrow E\left(\mathbb{F}_{q}\right)$ such that $f_{a, b}(u)=(x, y)$ where:

$$
x=\left(v^{2}-b-\frac{u^{6}}{27}\right)^{1 / 3}+\frac{u^{2}}{3} \quad y=u x+v \quad v=\frac{3 a-u^{4}}{6 u}
$$

for $u \neq 0$, and $f_{a, b}(0)=O$, the neutral element of the elliptic curve. When $q \equiv 2(\bmod 3)$ we have that $x \mapsto x^{3}$ is a bijection in $\mathbb{F}_{q}$ so cube roots are uniquely defined with $x^{1 / 3}=x^{(2 q-1) / 3}$. We recall the following properties of $f_{a, b}$ :

Lemma 2 (Icart). The function $f_{a, b}$ is computable in deterministic polynomial time. For any point $\varpi \in f_{a, b}\left(\mathbb{F}_{q}\right)$, the set $f_{a, b}^{-1}(\varpi)$ is computable in polynomial time and $\# f_{a, b}^{-1}(\varpi) \leq 4$. Moreover $q / 4<$ $\# f_{a, b}\left(\mathbb{F}_{q}\right)<q$.

We note that Icart's function can also be defined in a field of characteristic 2 (see Appendix D).

Summary. Table 1 lists currently published encoding algorithms into ordinary elliptic curves and their properties.

| char $(K)$ | normal form | discriminant $\Delta$ | encoding | condition |
| :---: | :---: | :---: | :---: | :---: |
| $\neq 2,3$ | $y^{2}=x^{3}+a x+b$ | $-16\left(4 a^{3}+27 b^{2}\right)$ | Icart [23] | $p \equiv 2(\bmod 3)$ |
|  |  |  | SW [31] | - |
|  |  |  | SWU [34] | - |
|  |  |  | SWU, Sec. 7 | $p \equiv 3(\bmod 4)$ |
| 2 | $y^{2}+x y=x^{3}+a x^{2}+b$ | $b$ | Icart [23] | odd $n$ |
|  |  |  | SW [31] | - |
| 3 | $y^{2}=x^{3}+a x^{2}+b$ | $-a^{3} b$ | Sec. 8.1 | $\Delta \in Q$ |
|  |  |  | Sec. 8.2 | $\Delta \notin Q$ |
|  |  |  | Sec. 8.3 | - |

Table 1. Known deterministic hashing algorithms into ordinary elliptic curves with discriminant $\Delta \neq 0$. We denote by $Q$ the set of quadratic residues. In char 2 we denote by $n$ the extension degree.

### 2.2 Indifferentiability

We recall the notion of indifferentiability introduced by Maurer et al. in [26]. We define an ideal primitive as an algorithmic entity which receives inputs from one of the parties and delivers its output immediately to the querying party. A random oracle [3] into a finite set $S$ is an ideal primitive which provides a random output in $S$ for each new query; identical input queries are given the same answer.

Definition 2 (Indifferentiability [26]). A Turing machine $C$ with oracle access to an ideal primitive $h$ is said to be $\left(t_{D}, t_{S}, q_{D}, \varepsilon\right)$-indifferentiable from an ideal primitive $H$ if there exists a simulator $S$ with oracle access to $H$ and running in time at most $t_{S}$, such that for any distinguisher $\mathcal{D}$ running in time at most $t_{D}$ and making at most $q_{D}$ queries, it holds that:

$$
\left|\operatorname{Pr}\left[\mathcal{D}^{C^{h}, h}=1\right]-\operatorname{Pr}\left[\mathcal{D}^{H, S^{H}}=1\right]\right|<\varepsilon
$$

$C^{h}$ is said to be indifferentiable from $H$ if $\varepsilon$ is a negligible function of the security parameter $k$, for polynomially bounded $q_{D}, t_{D}$ and $t_{S}$.


Fig. 1. The indifferentiability notion, illustrated with construction $C^{h}=F \circ h$ for some function $F$, and random oracles $h$ and $H$.

It is shown in [26] that the indifferentiability notion is the "right" notion for substituting one ideal primitive by a construction based on another ideal primitive. That is, if the construction $C^{h}$ is indifferentiable from an ideal primitive $H$, then $C^{h}$ can replace $H$ in any cryptosystem, and the resulting cryptosystem is at least as secure in the $h$ model as in the $H$ model; see [26] or [15] for a proof.

We also recall the definition of statistically indistinguishable distributions.
Definition 3. Let $X$ and $Y$ be two random variables over a set $S$. The distributions of $X$ and $Y$ are $\varepsilon$-statistically indistinguishable if:

$$
\sum_{s \in S}|\operatorname{Pr}[X=s]-\operatorname{Pr}[Y=s]| \leq \varepsilon
$$

The two distributions are statistically indistinguishable if $\varepsilon$ is a negligible function of the security parameter.

## 3 Admissible Encodings and Indifferentiability

Our goal is to construct a hash function into elliptic curves that is indifferentiable from a random oracle. First, we introduce our new notion of admissible encoding.

Definition 4 (Admissible Encoding). A function $F: S \rightarrow R$ between finite sets is an $\varepsilon$-admissible encoding if it satisfies the following properties:

1. Computable: $F$ is computable in deterministic polynomial time.
2. Regular: for s uniformly distributed in $S$, the distribution of $F(s)$ is $\varepsilon$-statistically indistinguishable from the uniform distribution in $R$.
3. Samplable: there is an efficient randomized algorithm $\mathcal{I}$ such that for any $r \in R, \mathcal{I}(r)$ induces a distribution that is $\varepsilon$-statistically indistinguishable from the uniform distribution in $F^{-1}(r)$.
$F$ is an admissible encoding if $\varepsilon$ is a negligible function of the security parameter.
Our new definition can be seen as a generalization of Definition 1 recalled in Section 2.1. Namely Criterion 2 of our definition gives:

$$
\begin{equation*}
\sum_{r \in R}\left|\operatorname{Pr}_{s}[F(s)=r]-\frac{1}{\# R}\right|=\sum_{r \in R}\left|\frac{\# F^{-1}(r)}{\# S}-\frac{1}{\# R}\right| \leq \varepsilon \tag{3}
\end{equation*}
$$

whereas Criterion 2 from Definition 1 requires $\# F^{-1}(r)=\# S / \# R$ for all $r \in R$; this is equivalent to $\varepsilon=0$ in (3).

The following theorem shows that if $F: S \rightarrow R$ is an admissible encoding, then the hash function $H:\{0,1\}^{*} \rightarrow R$ with:

$$
H(m):=F(h(m))
$$

is indifferentiable from a random oracle into $R$ when $h:\{0,1\}^{*} \rightarrow S$ is seen as a random oracle. This shows that the construction $H(m)=F(h(m))$ can replace a random oracle into $R$, and the resulting scheme remains secure in the random oracle model for $h$.

Theorem 1. Let $F: S \rightarrow R$ be an $\varepsilon$-admissible encoding. The construction $H(m)=F(h(m))$ is $\left(t_{D}, t_{S}, q_{D}, \varepsilon^{\prime}\right)$-indifferentiable from a random oracle, in the random oracle model for $h:\{0,1\}^{*} \rightarrow S$, with $\varepsilon^{\prime}=4 q_{D} \varepsilon$ and $t_{S}=2 q_{D} \cdot t_{I}$, where $t_{I}$ is the maximum running time of $F$ 's sampling algorithm.

Proof. We first describe our simulator; then we prove the indistinguishability property. As illustrated in Figure 1, the simulator must simulate random oracle $h$ to the distinguisher $\mathcal{D}$, and the simulator has oracle access to random oracle $H$. It maintains a list $L$ of previously answered queries. Our simulator is based on sampling algorithm $\mathcal{I}$ from $F$.

## Simulator $\mathcal{S}$ :

Input: $m \in\{0,1\}^{*}$
Output: $s \in S$

1. If $(m, s) \in L$, then return $s$
2. Query $H(m)=r$ and let $s \leftarrow \mathcal{I}(r)$
3. Append $(m, s)$ to $L$ and return $s$.

We must show that the systems $\left(C^{h}, h\right)$ and $\left(H, \mathcal{S}^{H}\right)$ are indistinguishable. We consider a distinguisher making at most $q_{D}$ queries. Without loss of generality, we can assume that the distinguisher makes all queries to $h(m)$ (or $\mathcal{S}^{H}$ ) for which there was a query to $C^{h}(m)$ (or $H(m)$ ), and conversely; this gives a total of at most $2 q_{D}$ queries. We can then describe the full interaction between the distinguisher and the system as a sequence of triples:

$$
\text { View }=\left(m_{i}, s_{i}, r_{i}\right)_{1 \leq i \leq 2 q}
$$

where $s_{i}=h\left(m_{i}\right)\left(\right.$ or $\left.\mathcal{S}^{H}\left(m_{i}\right)\right)$ and $r_{i}=C^{h}\left(m_{i}\right)\left(\right.$ or $\left.H\left(m_{i}\right)\right)$. Without loss of generality we assume that the $m_{i}$ 's are distinct.

In system $\left(C^{h}, h\right)$ we have that $s_{i}=h\left(m_{i}\right)$. Therefore the $s_{i}$ 's are uniformly and independently distributed in $S$. Moreover we have $r_{i}=C^{h}\left(m_{i}\right)=F\left(s_{i}\right)$ for all $i$.

In system $\left(H, \mathcal{S}^{H}\right)$ we have that $r_{i}=H\left(m_{i}\right)$. Therefore the $r_{i}$ 's are uniformly and independently distributed in $R$. Moreover we have $s_{i}=\mathcal{I}\left(r_{i}\right)$ for all $i$.

Lemma 3. For $r$ uniformly distributed in $R$, the distribution of $s=\mathcal{I}(r)$ is $2 \varepsilon$-statistically indistinguishable from the uniform distribution in $S$.

Proof. We let $\omega \in \Omega$ be the random used by $\mathcal{I}$. We must show that $\delta \leq 2 \varepsilon$, where:

$$
\delta:=\sum_{s \in S}\left|\operatorname{Pr}_{\omega, r}[\mathcal{I}(r)=s]-\frac{1}{\# S}\right|
$$

Given $s \in S$, we have $\mathcal{I}(r)=s$ only if $r=f(s)$. Therefore, $\operatorname{Pr}_{\omega, r}[\mathcal{I}(r)=s]=\operatorname{Pr}_{\omega}[\mathcal{I}(r)=s] / \# R$ with $r=f(s)$. This gives:

$$
\begin{equation*}
\delta=\sum_{r \in R} \sum_{s \in F^{-1}(r)} \frac{1}{\# R}\left|\operatorname{Pr}_{\omega}[\mathcal{I}(r)=s]-\frac{\# R}{\# S}\right| \tag{4}
\end{equation*}
$$

Since $F$ is an $\varepsilon$-admissible encoding, by definition we have $\delta_{1} \leq \varepsilon$, where:

$$
\begin{equation*}
\delta_{1}:=\sum_{r \in R}\left|\operatorname{Pr}[f(s)=r]-\frac{1}{\# R}\right|=\sum_{r \in R}\left|\frac{\# F^{-1}(r)}{\# S}-\frac{1}{\# R}\right|=\sum_{r \in R} \sum_{s \in F^{-1}(r)} \frac{1}{\# R}\left|\frac{\# R}{\# S}-\frac{1}{\# F^{-1}(r)}\right| \tag{5}
\end{equation*}
$$

Moreover by definition for all $r \in R$ the distribution of $\mathcal{I}(r)$ is $\varepsilon$-statistically indistinguishable from the uniform distribution in $F^{-1}(r)$; this gives for all $r \in R$ :

$$
\sum_{s \in F^{-1}(r)}\left|\underset{\omega}{\operatorname{Pr}}[\mathcal{I}(r)=s]-\frac{1}{\# F^{-1}(r)}\right|<\varepsilon
$$

which gives by summation over $r \in R$ :

$$
\begin{equation*}
\delta_{2}:=\sum_{r \in R} \sum_{s \in F^{-1}(r)} \frac{1}{\# R}\left|\operatorname{Pr}_{\omega}[\mathcal{I}(r)=s]-\frac{1}{\# F^{-1}(r)}\right|<\varepsilon \tag{6}
\end{equation*}
$$

From (4), (5) and (6) we have $\delta \leq \delta_{1}+\delta_{2}$, which gives $\delta \leq \varepsilon+\varepsilon=2 \varepsilon$.
From Lemma 3 we obtain that in system $\left(H, \mathcal{S}^{H}\right)$ the distribution of $s_{i}=\mathcal{I}\left(r_{i}\right)$ is $2 \varepsilon$-indistinguishable from the uniform distribution in $S$. Moreover from the definition of algorithm $\mathcal{I}$ we have that $r_{i}=F\left(s_{i}\right)$ except if $s_{i}=\perp$. Therefore, the statistical distance between View in system $\left(C^{h}, h\right)$ and View in system $\left(H, \mathcal{S}^{H}\right)$ is at most $4 q_{D} \varepsilon$. This concludes the proof of Theorem 1.

## 4 Our Main Construction

Let $E$ be an elliptic curve over a finite field $\mathbb{F}_{q}$ with $q \equiv 2(\bmod 3)$. Let $f: \mathbb{F}_{q} \rightarrow E\left(\mathbb{F}_{q}\right)$ denote Icart's function to $E$. It is easy to see that Icart's function $f$ is not an admissible encoding into $E$ since as mentioned previously, the image of $f$ comprises only a fraction of the elliptic curve points. Therefore we cannot use the construction $H(m)=f(h(m))$ for indifferentiable hashing (not even on the image $f$ since the distribution of $f(u)$ is not uniform in $f\left(\mathbb{F}_{q}\right)$ for uniform $\left.u \in \mathbb{F}_{q}\right)$.

In this section, we describe a different construction which is almost as efficient. We consider the following map $F:\left(\mathbb{F}_{q}\right)^{2} \mapsto E\left(\mathbb{F}_{q}\right)$ introduced by Icart in [23]:

$$
\begin{equation*}
F\left(u_{1}, u_{2}\right)=f\left(u_{1}\right)+f\left(u_{2}\right) \tag{7}
\end{equation*}
$$

and we let $H(m):=F\left(h_{1}(m), h_{2}(m)\right)$. We prove the following theorem:
Theorem 2. If $q>2^{13}$ is any $2 k$-bit prime power congruent to $2 \bmod 3$ (even or odd), and if the $j$-invariant of $E$ is not in $\{0 ; 2592\}$, then the function

$$
H(m):=f\left(h_{1}(m)\right)+f\left(h_{2}(m)\right)
$$

is $\left(t_{D}, t_{S}, q_{D}, \varepsilon^{\prime}\right)$-indifferentiable from a random oracle, where $\varepsilon^{\prime}=2^{10} \cdot q_{D} \cdot 2^{-k}$, in the random oracle model for $h_{1}, h_{2}:\{0,1\}^{*} \rightarrow \mathbb{F}_{q}$.

Theorem 2 implies that this construction $H(m)$ can be used in any cryptosystem provably secure with random oracles into elliptic curves, and the resulting cryptosystem remains secure in the random oracle model for $h_{1}$ and $h_{2}$. We note that to prevent timing attacks (as in [9]), our construction $H$ can easily be implemented in constant time since Icart's function can be implemented in constant time.

To prove this result, it is enough, in view of Theorem 1 , to show that the function $F:\left(\mathbb{F}_{q}\right)^{2} \rightarrow E\left(\mathbb{F}_{q}\right)$ given by is an $\varepsilon$-admissible encoding with $\varepsilon=2^{8} \cdot q^{-1 / 2}$.
$F$ is clearly computable in deterministic polynomial time, so Criterion 1 of admissible encodings is satisfied. To prove Criterion 2, we denote for any $\varpi \in E\left(\mathbb{F}_{q}\right)$ :

$$
N(\varpi)=\#\left\{(u, v) \in\left(\mathbb{F}_{q}\right)^{2} \mid f(u)+f(v)=\varpi\right\}=\# F^{-1}(\varpi)
$$

Proposition 1. If $q$ is an odd prime power congruent to $2 \bmod 3$, and if the $j$-invariant of $E$ is not in $\{0 ; 2592\}$, then for every point $\varpi \in E\left(\mathbb{F}_{q}\right)$ except at most 144 , we have

$$
|q-N(\varpi)| \leq 2^{7} \cdot \sqrt{q}
$$

and all the remaining points $\varpi$ satisfy $N(\varpi) \leq 2^{5} \cdot q$.
Sections A. 1 and A. 2 in Appendix are devoted to the proof of this proposition. Intuitively, the idea of the proof is to show that, for all points $\varpi \in E\left(\mathbb{F}_{q}\right)$ except a few exceptional ones, $F^{-1}(\varpi)$ is an irreducible algebraic curve of bounded genus in the affine plane $\mathbb{A}^{2}$ over $\mathbb{F}_{q}$. The estimate for the number of points then follows from the Hasse-Weil bound. We also show in Appendix A. 3 that the result extends to Icart's function $f$ in characteristic 2.

### 4.1 Admissibility of $F(u, v)=f(u)+f(v)$

We can now prove that $\varepsilon$-admissibility, and hence Theorem 2, easily follow from Proposition 1. Since $F$ is clearly computable, it suffices to show that it is $\varepsilon$-regular and $\varepsilon$-samplable. Now, for any $\varpi$ not among the exceptional points, we have

$$
\begin{aligned}
\left|\frac{\# F^{-1}(\varpi)}{\#\left(\mathbb{F}_{q}\right)^{2}}-\frac{1}{\# E\left(\mathbb{F}_{q}\right)}\right| & \leq\left|\frac{\# F^{-1}(\varpi)}{\#\left(\mathbb{F}_{q}\right)^{2}}-\frac{1}{q}\right|+\left|\frac{1}{q}-\frac{1}{\# E\left(\mathbb{F}_{q}\right)}\right| \\
& \leq \frac{2^{7}}{q^{3 / 2}}+\frac{5}{q^{3 / 2}} \leq \frac{2^{7}+5}{q^{3 / 2}}
\end{aligned}
$$

And on the other hand, for exceptional points $\varpi$ :

$$
\left|\frac{\# F^{-1}(\varpi)}{\#\left(\mathbb{F}_{q}\right)^{2}}-\frac{1}{\# E\left(\mathbb{F}_{q}\right)}\right| \leq \frac{2^{5}}{q}
$$

Thus, the statistical distance between the distribution of $F(u, v)$ for uniform $(u, v)$ and the uniform distribution on the curve can be bounded as

$$
\sum_{\varpi \in E\left(\mathbb{F}_{q}\right)}\left|\frac{N(\varpi)}{q^{2}}-\frac{1}{\# E\left(\mathbb{F}_{q}\right)}\right| \leq(q+2 \sqrt{q}+1) \cdot \frac{2^{7}+5}{q^{3 / 2}}+144 \cdot \frac{2^{5}}{q} \leq \frac{2^{8}}{q^{1 / 2}}
$$

for $q>2^{13}$, as required. This proves $\varepsilon$-regularity, with $\varepsilon=2^{8} \cdot q^{-1 / 2}$.
To see that $F$ is $\varepsilon$-samplable, one can consider the following randomized sampling algorithm, where $c$ is some constant to be determined later. Note that computing the set $S$ in step 3 amounts to solving univariate polynomial equations over $\mathbb{F}_{q}$, which is easily done in polynomial time using an algorithm such as Berlekamp's [4].

```
Algorithm 1 Sampling algorithm for \(F\)
    repeat \(\lceil c \cdot \lg q\rceil\) times
        pick \(v \in \mathbb{F}_{q}\) uniformly at random
        \(S \leftarrow f^{-1}(\varpi-f(v))\)
        if \(S=\varnothing\) then
            next iteration
        else
            pick \(i\) uniformly at random in \(\{1,2,3,4\}\)
            if \(i \leq \# S\) then
                        \(u \leftarrow i\)-th element of \(S\)
                        return \((u, v)\)
            else
                next iteration
            end if
        end if
    end repeat
    return \(\perp\)
```

Since the image of $f$ contains roughly $5 / 8 \cdot \# E\left(\mathbb{F}_{q}\right)$ points (as proved in $[17,18]$ ), a pigeonhole argument shows that $S \neq \varnothing$ with probability at least $2 \cdot 5 / 8-1=1 / 4$. Furthermore, we always have $\# S \leq 4$. Thus, each repeat iteration succeeds with probability at least $1 / 16$. Therefore, if we set $c=\frac{1}{2 \lg (16 / 15)}$, we find that Algorithm 1 succeeds with probability greater than $1-\varepsilon / 2$, and steps $7-13$ ensure that it yields the uniform distribution on $F^{-1}(\varpi)$. This concludes the proof that $F$ is an admissible encoding.

## 5 A More General Construction

Our construction of Section 4 has the advantage of being simple and efficient as it only requires two evaluations of Icart's function. However, the proof involves somewhat technical tools from algebraic geometry, and it is not so simple to adapt to other encoding functions, such as the SWU algorithm.

At the cost of a small performance penalty, however, we describe a more general construction that applies to a large class of encoding functions satisfying a few simple axioms. Those encoding functions include Icart's function, a simpler variant of the SWU function, new deterministic encodings in characteristic 3 , etc. We call them weak encodings. They are defined as follows.

Definition 5 (Weak Encoding). A function $f: S \rightarrow R$ between finite sets is said to be an $\alpha$-weak encoding if it satisfies the following properties:

1. Computable: $f$ is computable in deterministic polynomial time.
2. $\alpha$-bounded: for $s$ uniformly distributed in $S$, the distribution of $f(s)$ is $\alpha$-bounded in $R$, i.e. the inequality $\operatorname{Pr}_{s}[f(s)=r] \leq \alpha / \# R$ holds for any $r \in R$.
3. Samplable: there is an efficient randomized algorithm $\mathcal{I}$ such that $\mathcal{I}(r)$ induces the uniform distribution in $f^{-1}(r)$ for any $r \in R$. Additionally $\mathcal{I}(r)$ returns $N_{r}=\# f^{-1}(r)$ for all $r \in R$.

The function $f$ is a weak encoding if $\alpha$ is a polynomial function of the security parameter.

The main difference with an admissible encoding is that in Criterion 2 , the distribution of $f(s)$ is only required to be $\alpha$-bounded instead of being $\varepsilon$-indistinguishable from the uniform distribution. More precisely Criterion 2 for a weak encoding requires:

$$
\begin{equation*}
\forall r \in R, \quad \operatorname{Pr}_{s}[f(s)=r]=\frac{\# f^{-1}(r)}{\# S} \leq \frac{\alpha}{\# R} \tag{8}
\end{equation*}
$$

instead of inequality (3).
From inequality (8) we have that any invertible function with bounded pre-image and bounded $\# R / \# S$ is a weak encoding; in particular, this is the case for Icart's function (the proof is given in Appendix B).

Lemma 4. Icart's function $f_{a, b}$ is an $\alpha$-weak encoding from $\mathbb{F}_{q}$ to $E_{a, b}\left(\mathbb{F}_{q}\right)$, with $\alpha=4 N / q$, where $N$ is the order of $E_{a, b}\left(\mathbb{F}_{q}\right)$.

When the output set is a group (such as the group of points on an elliptic curve), we demonstrate how to construct an admissible encoding from any weak encoding.

Theorem 3 (Weak $\rightarrow$ Admissible Encoding). Let $\mathbb{G}$ be cyclic group of order $N$ noted additively, and let $G$ be a generator of $\mathbb{G}$. Let $f: S \rightarrow \mathbb{G}$ be an $\alpha$-weak encoding. Then the function $F: S \times \mathbb{Z}_{N} \rightarrow \mathbb{G}$ with $F(s, x):=f(s)+x G$ is an $\varepsilon$-admissible encoding into $\mathbb{G}$, with $\varepsilon=(1-1 / \alpha)^{t}$ for any $t$ polynomial in the security parameter $k$, and $\varepsilon=2^{-k}$ for $t=\alpha \cdot k$.

We prove this theorem in the next section. As a consequence, we get that if $f: S \rightarrow \mathbb{G}$ is any weak encoding to a cyclic group with generator $G$, then the hash function $H:\{0,1\}^{*} \rightarrow \mathbb{G}$ defined by:

$$
H(m):=f\left(h_{1}(m)\right)+h_{2}(m) G
$$

where $h_{1}:\{0,1\}^{*} \rightarrow \mathbb{F}_{p}$ and $h_{2}:\{0,1\}^{*} \rightarrow \mathbb{Z}_{N}$ are two hash functions, is indifferentiable from a random oracle in the random oracle model for $h_{1}$ and $h_{2}$. In particular, we obtain the following corollary.

Proposition 2. Let $q$ be a $k$-bit prime power such that $q \equiv 2(\bmod 3)$ and $E: y^{2}=x^{3}+a x+b$ an elliptic curve over $\mathbb{F}_{q}$ whose group of $\mathbb{F}_{q}$-points $E\left(\mathbb{F}_{q}\right)$ is cyclic with generator $G$. Let further $f_{a, b}$ : $\mathbb{F}_{q} \rightarrow E\left(\mathbb{F}_{q}\right)$ be Icart's function. The construction $H(m):=f_{a, b}\left(h_{1}(m)\right)+h_{2}(m) G$ is $\left(t_{D}, t_{S}, q_{D}, \varepsilon\right)-$ indifferentiable from a random oracle when the hash functions $h_{1}:\{0,1\}^{*} \rightarrow \mathbb{F}_{p}$ and $h_{2}:\{0,1\}^{*} \rightarrow \mathbb{Z}_{N}$ are seen as random oracles, with $\varepsilon=4 \cdot q_{D} \cdot 2^{-k}$.

We note that for elliptic curves with non-cyclic group, we can easily adapt the previous construction with $H(m)=f\left(h_{1}(m)\right)+h_{2}(m) G_{1}+h_{3}(m) G_{2}$ where $\left(G_{1}, G_{2}\right)$ are the generators of the group.

### 5.1 Proof of Theorem 3

We must show that $F$ is an admissible encoding. Criterion 1 is trivially satisfied. Criterion 2 is also satisfied since for uniform $(s, x) \in S \times \mathbb{Z}_{N}$ the distribution of $F(s, x)=f(s)+x G$ is uniform in $\mathbb{G}$.

It remains to prove that Criterion 3 is satisfied for $F$. We consider an $\alpha$-weak encoding $f: S \rightarrow R$ with sampling algorithm $\mathcal{I}_{f}$. We observe that when $r$ is uniformly distributed in $R$, the distribution of $\mathcal{I}_{f}(r)$ is not necessarily close to uniform. Therefore from $\mathcal{I}_{f}$ we first construct a new sampling algorithm $\mathcal{I}_{f}^{\prime}$ which artificially aborts with some well chosen probability (dependent on the input); this is to ensure that $\mathcal{I}_{f}^{\prime}(r)$ is uniformly distributed in $S$ (when $\mathcal{I}_{f}^{\prime}$ does not abort).

Algorithm $\mathcal{I}_{f}^{\prime}(r)$ :
Input: $r \in R$
Output: $s \in S$ such that $f(s)=r$ or $s=\perp$

1. Let $N_{r}=\# f^{-1}(r)$ returned by $\mathcal{I}_{f}(r)$, and let $\delta_{r}=\# R \cdot N_{r} /(\alpha \cdot \# S)$.
2. With probability $1-\delta_{r}$ return $\perp$; otherwise return $\mathcal{I}_{f}(r)$.

Lemma 5. For uniformly distributed $r \in R$, the algorithm $\mathcal{I}_{f}^{\prime}(r)$ aborts with probability at most $1-1 / \alpha$, and the distribution of $\mathcal{I}_{f}^{\prime}(r)$ conditioned on $\mathcal{I}_{f}^{\prime}(r) \neq \perp$ is uniform in $S$.

Proof. Given $r \in R$, we have that $\mathcal{I}^{\prime}(r) \neq \perp$ with probability $\delta_{r}$, where:

$$
\delta_{r}=\frac{\# R \cdot \# f^{-1}(r)}{\alpha \cdot \# S}
$$

This gives:

$$
\operatorname{Pr}_{r}\left[\mathcal{I}^{\prime}(r) \neq \perp\right]=\sum_{r \in R} \frac{1}{\# R} \cdot \delta_{r}=\frac{1}{\alpha \cdot \# S} \sum_{r \in R} \# f^{-1}(r)=\frac{1}{\alpha}
$$

By definition we have that $\mathcal{I}(r)$ is uniformly distributed in the set $f^{-1}(r)$; this gives for any $r \in R$ and any $s \in f^{-1}(r)$ :

$$
\operatorname{Pr}\left[\mathcal{I}^{\prime}(r)=s\right]=\delta_{r} \cdot \frac{1}{\# f^{-1}(r)}=\frac{\# R}{\alpha \cdot \# S}
$$

Since $\mathcal{I}^{\prime}(r)=s$ only if $r=f(s)$, this gives for any $s \in S$ :

$$
\operatorname{Pr}_{r}\left[\mathcal{I}^{\prime}(r)=s\right]=\frac{1}{\alpha \cdot \# S}
$$

and finally for any $s \in S$ :

$$
\operatorname{Pr}_{r}\left[\mathcal{I}^{\prime}(r)=s \mid \mathcal{I}^{\prime}(r) \neq \perp\right]=\frac{\operatorname{Pr}_{r}\left[\mathcal{I}^{\prime}(r)=s\right]}{\operatorname{Pr}_{r}\left[\mathcal{I}^{\prime}(r) \neq \perp\right]}=\frac{1}{\# S}
$$

which shows that the distribution of $\mathcal{I}^{\prime}(r)$ conditioned on $\mathcal{I}^{\prime}(r) \neq \perp$ is uniform in $S$. This concludes the proof of Lemma 5 .

Finally, our sampling algorithm $\mathcal{I}_{F}(P)$ is constructed as follows, given algorithm $\mathcal{I}_{f}^{\prime}$ from $f$ :

## Algorithm $\mathcal{I}_{F}$ :

Input: $P \in \mathbb{G}$.
Output: $(s, x) \in S \times \mathbb{Z}_{N}$ such that $P=F(s, x)=f(s)+x G$, or $\perp$

1. For $i=1$ to $t$ :
(a) Randomly choose $x \in \mathbb{Z}_{N}$.
(b) Let $s \leftarrow \mathcal{I}_{f}^{\prime}(P-x G)$. If $s \neq \perp$, return $(s, x)$
2. Return $\perp$.

We must show that for any $P \in \mathbb{G}$, the distribution of $(s, x)$ is statistically close to uniform in $F^{-1}(P)$. From Lemma 5 and the uniform distribution of $P-x G \in \mathbb{G}$, we have that $s=\perp$ at step $i$ with probability at most $1-1 / \alpha$. Therefore algorithm $\mathcal{I}_{F}$ eventually outputs $s=\perp$ with probability at most $(1-1 / \alpha)^{t}$. Moreover from Lemma 5 conditioned on $s \neq \perp$ the distribution of $s$ in $(s, x)$ is uniform in $S$. From:

$$
\begin{equation*}
F^{-1}(P)=\left\{(s, x) \in S \times \mathbb{Z}_{N} \mid f(s)+x G=P\right\}=\left\{\left(s, \log _{G}(P-f(s))\right) \mid s \in S\right\} \tag{9}
\end{equation*}
$$

this implies that the distribution of $(s, x)$ conditioned on $s \neq \perp$ is also uniform in $F^{-1}(P)$. Therefore, for any $P \in \mathbb{G}$ the distribution of $\mathcal{I}_{F}(P)$ is $\varepsilon$-statistically close to uniform in $F^{-1}(P)$, with $\varepsilon=$ $(1-1 / \alpha)^{t}$. Taking $t=\alpha \cdot k$, we can take $\varepsilon=2^{-k}$; this concludes the proof of Theorem 3 .

### 5.2 Discussion

We see that the construction $H(m)=f_{a, b}\left(h_{1}(m)\right)+f_{a, b}\left(h_{2}(m)\right)$ of Section 4 requires two evaluations of Icart's function $f_{a, b}$ but no scalar multiplication. Since $f_{a, b}$ is essentially a field exponentiation, and in practice field exponentiation is roughly 10 times faster than scalar multiplication, the construction of Section 4 is approximately 5 times faster than the general construction of this section.

We note that for a number of existing schemes that are proven secure in the random oracle model into an elliptic curve, it would actually be sufficient to use $H(m)=f_{a, b}(h(m))$ only. This is because for many existing schemes the underlying complexity assumption (such as CDH or DDH) has the random self-reducibility property. So in the security proof one "programs" the RO using a random instance generated from the original problem instance. Then instead of letting $H(m)=P$ where $P$ is from the random instance, one can adapt the proof by letting $f(h(m))=P$. To make sure that $h(m)$ is uniformly distributed, one can "replay" the random instance generation depending on the number of solutions to the equation $f(u)=P$, as we do in the proof of Theorem 3 .

However it is easy to construct a cryptosystem that is secure in the ROM but insecure with $H(m)=f(h(m))$. Consider for example the following symmetric-key encryption scheme: to encrypt with symmetric key $k$, generate a random $r$ and compute $c=m+H(k, r)$ where the message $m$ is a point on the curve and $H$ hashes into the curve; the ciphertext is $(c, r)$. This scheme is semantically secure in the ROM for $H$, since this is a one-time pad. But the scheme is insecure with $H(k, r)=$ $f(h(k, r))$ because in this case $H(k, r)$ is not uniformly distributed, and for two messages $m_{0}$ and $m_{1}$ the attacker has a good advantage in distinguishing between the encryption of $m_{0}$ and $m_{1} .{ }^{6}$

The advantage of the two constructions of Sections 4 and 5 is that we have a simple criterion to plug them into existing schemes: it suffices that the scheme has a proof in the random oracle model. Whereas with $H(m)=f(h(m))$ it seems difficult to derive a formal criterion from the previous observations.

## 6 Extensions

In this section we consider four extensions that apply to both hash functions of Sections 4 and 5 . We show how to hash into any prime order subgroup of an elliptic curve (with cyclic or non-cyclic group), how to use hash functions mapping into strings (rather than $\mathbb{F}_{q}$ ), how to take advantage of primes $p=2^{\ell}-\omega$, and how to hash in characteristic 2 .

### 6.1 Extension to a Prime Order Subgroup

In many applications only a prime order subgroup of $E$ is used, so we show how to adapt the constructions of Sections 4 and 5 into a subgroup. Let $E$ be an elliptic curve over $\mathbb{F}_{q}$ with $N$ points, and let $\mathbb{G}$ be a subgroup of prime order $N^{\prime}$ and generator $G$. Let $\ell$ be the co-factor, i.e. $N=\ell \cdot N^{\prime}$. We require that $N^{\prime}$ does not divide $\ell$ (i.e. that $\left(N^{\prime}\right)^{2}$ does not divide $N$ ), which is satisfied in practice for key size and efficiency reasons.

We show that it suffices to scalar multiply by co-factor $\ell$ the constructions of Sections 4 and 5 and the resulting constructions are still indifferentiable hash functions. More precisely, we consider the construction $H:\{0,1\}^{*} \rightarrow \mathbb{G}$ with:

$$
\begin{equation*}
H(m):=\ell\left(f_{a, b}\left(h_{1}(m)\right)+f_{a, b}\left(h_{2}(m)\right)\right) \tag{10}
\end{equation*}
$$

with $h_{1}, h_{2}:\{0,1\}^{*} \rightarrow \mathbb{F}_{q}$ and $f_{a, b}$ is Icart's function.

[^2]Proposition 3. $H$ is $\left(t_{D}, t_{S}, q_{D}, \varepsilon\right)$-indifferentiable from a random oracle, in the random oracle model for $h_{1}$ and $h_{2}$, with $\varepsilon=2^{10} \cdot q_{D} \cdot 2^{-k}$.

Informally, we show that the composition of two admissible encodings remains an (almost) admissible encoding, and that multiplication by a co-factor is an $\varepsilon$-admissible encoding, with $\varepsilon=0$. This proves that $H$ is an indifferentiable hash function. See Appendix C. 2 for the proof.

The same result holds for the construction of Section 5. In this case for both cyclic and non-cyclic elliptic curves we simply use $H(m)=\ell f\left(h_{1}(m)\right)+h_{2}(m) G$ where $G$ is a generator of the subgroup.

### 6.2 Extension to Random Oracles into Strings

The constructions in the previous sections are based on hash functions into $\mathbb{F}_{p^{n}}$ or $\mathbb{Z}_{N}$. However in practice a hash function outputs a fixed length string in $\{0,1\}^{\ell}$. We can modify our construction as follows. We consider an elliptic curve $E_{a, b}$ over $\mathbb{F}_{p}$, with $p$ a $2 k$-bit prime. We define the hash function $H:\{0,1\}^{*} \rightarrow E_{a, b}\left(\mathbb{F}_{p}\right)$ with:

$$
H(m):=f_{a, b}\left(h_{1}(m) \bmod p\right)+f_{a, b}\left(h_{2}(m) \bmod p\right)
$$

where $h_{1}$ and $h_{2}$ are two hash functions from $\{0,1\}^{*}$ to $\{0,1\}^{3 k}$ and $f_{a, b}$ is Icart's function.
Proposition 4. The previous hash function $H$ is $\left(t_{D}, t_{S}, q_{D}, \varepsilon\right)$-indifferentiable from a random oracle, in the random oracle model for $h_{1}$ and $h_{2}$, with $\varepsilon=2^{11} \cdot q_{D} \cdot 2^{-k}$.

Informally, we first show that reduction modulo $p$ is an admissible encoding from $\{0,1\}^{\ell}$ to $\mathbb{F}_{p}$ if $2^{\ell} \gg p$. Since the composition of two admissible encodings remains an (almost) admissible encoding, this shows that $F(u, v)=f(u \bmod p)+f(v \bmod p)$ is also an admissible encoding into $E\left(\mathbb{F}_{p}\right)$ and therefore $H$ is an indifferentiable hash function. The same result holds for the general construction of Section 5. See Appendix C. 3 for the proof.

### 6.3 Extension to Primes $p=2^{\ell}-\omega$

We show a slightly more efficient construction for primes $p$ of the form $p=2^{\ell}-\omega$ for small $\omega$, as used for example in the NIST curves [29]. Let $E_{a, b}\left(\mathbb{F}_{p}\right)$ be an elliptic curve of order $N$ and generator $G$. Our construction $H:\{0,1\}^{*} \rightarrow E_{a, b}\left(\mathbb{F}_{p}\right)$ is as follows:

$$
H(m):=f_{a, b}\left(h_{1}(m) \bmod p\right)+f_{a, b}\left(h_{2}(m) \bmod p\right)
$$

where $h_{1}$ and $h_{2}$ are two hash functions from $\{0,1\}^{*}$ to $\{0,1\}^{\ell}$ and $f_{a, b}$ is Icart's function. Note that the output size $\ell$ of $h_{1}$ and $h_{2}$ is the same as the bit-size of $p$, as opposed to the previous section in which we took $\ell=3 k$ for a $2 k$-bit prime $p$.

Proposition 5. $H$ is $\left(t_{D}, t_{S}, q_{D}, \varepsilon\right)$-indifferentiable from a random oracle, in the random oracle model for $h_{1}$ and $h_{2}$, with $\varepsilon=q_{D} \cdot\left(2^{10} \cdot 2^{-\ell / 2}+4 \omega \cdot 2^{-\ell}\right)$.

The proof is similar to the proof of Proposition 4, except that since $p \simeq 2^{\ell}$, reduction modulo $p$ is now a generalized admissible encoding from $\{0,1\}^{\ell}$ to $\mathbb{Z}_{p}$. See Appendix C. 4 for the full proof. The same result holds for the general construction of Section 5, where we can take $H(m):=f\left(h_{1}(m)\right.$ $\bmod p)+h_{2}(m) G$ with $h_{1}, h_{2}:\{0,1\}^{*} \rightarrow\{0,1\}^{\ell}$.

Remark 1. We only need a single hash function $h:\{0,1\}^{*} \rightarrow\{0,1\}^{\ell}$ since we can obtain $h_{1}$ and $h_{2}$ by prepending a bit as input of $h$.

### 6.4 Extension to Elliptic Curves in Characteristic 2

Let $E$ be an elliptic curve defined over $\mathbb{F}_{2}$ of order $N$ and generator $G$. We refer to Appendix D for a description of Icart's function in characteristic 2 . When working in $\mathbb{F}_{2^{\ell}}$ we can use a hash function into $\{0,1\}^{\ell}$ directly. More precisely, our construction is $H:\{0,1\}^{*} \rightarrow E_{a, b}\left(\mathbb{F}_{2^{\ell}}\right)$ is defined as follows:

$$
H(m):=f_{a, b}\left(h_{1}(m)\right)+f_{a, b}\left(h_{2}(m)\right)
$$

Proposition 6. $H$ is $\left(t_{D}, t_{S}, q_{D}, \varepsilon\right)$-indifferentiable from a random oracle, in the oracle model for $h_{1}$ and $h_{2}$, with $\varepsilon=2^{11} \cdot q_{D} \cdot 2^{-\ell / 2}$.

Proof. The proof is the same as the proof of Theorem 2.
The same result applies to the general construction of Section 5 , for which we can use:

$$
\begin{equation*}
H(m):=f_{a, b}\left(h_{1}(m)\right)+h_{2}(m) G \tag{11}
\end{equation*}
$$

In Appendix E, we also recall the Shallue-Woestijne algorithm in characteristic 2 and show that it is a weak encoding into the curve; therefore Shallue-Woestijne can also be used in the hash function given by equation (11).

## 7 A Simpler Variant of the SWU Algorithm

In this section, we describe a slightly simpler variant of the Shallue-Woestijne-Ulas (SWU) algorithm over $\mathbb{F}_{q}$ recalled in Section 2.1 , for $q \equiv 3(\bmod 4)$. Note that this condition is usually satisfied in practice, since it enables to compute square roots efficiently.

Proposition 7 (Simplified Ulas maps). Let $\mathbb{F}_{q}$ be a field and let $g(x):=x^{3}+a x+b$, where $a, b \neq 0$. Let:

$$
X_{2}(t)=\frac{-b}{a}\left(1+\frac{1}{t^{4}-t^{2}}\right), \quad X_{3}(t)=-t^{2} X_{2}(t), \quad U(t)=t^{3} g\left(X_{2}(t)\right)
$$

Then $U(t)^{2}=-g\left(X_{2}(t)\right) \cdot g\left(X_{3}(t)\right)$.
Proof. Let $g(x)=x^{3}+a x+b$. Let $u$ be a non-quadratic residue and consider the equation in $x:^{7}$

$$
\begin{equation*}
g(u \cdot x)=u^{3} \cdot g(x) \tag{12}
\end{equation*}
$$

The first observation is that we can solve this equation for $x$ because the terms of degree 3 cancel:

$$
\begin{aligned}
g(u \cdot x)=u^{3} \cdot g(x) & \Leftrightarrow(u x)^{3}+a(u x)+b=u^{3}\left(x^{3}+a x+b\right) \\
& \Leftrightarrow a u x+b=u^{3} a x+u^{3} b \\
& \Leftrightarrow x=\frac{b\left(u^{3}-1\right)}{a\left(u-u^{3}\right)}=\frac{-b}{a} \cdot\left(1+\frac{1}{u+u^{2}}\right)
\end{aligned}
$$

The second observation is that since $u$ is not a square, either $g(u \cdot x)$ or $g(x)$ must be a square. Therefore either $x$ or $u \cdot x$ must be the abscissa of a point on the curve. Moreover when $q \equiv 3(\bmod 4)$ we have that -1 is a quadratic non-residue and we can take $u=-t^{2}$. Finally from (12) we get:

$$
g(u \cdot x) \cdot g(x)=u^{3} \cdot g^{2}(x)=-t^{6} \cdot g^{2}(x)=-\left(t^{3} \cdot g(x)\right)^{2}
$$

which gives the maps of Proposition 7.

[^3]Simplified SWU algorithm:
Input: $\mathbb{F}_{q}$ such that $q \equiv 3(\bmod 4)$, parameters $a, b$ and input $t \in \mathbb{F}_{q}$
Output: $(x, y) \in E_{a, b}\left(\mathbb{F}_{q}\right)$ where $E_{a, b}: y^{2}=x^{3}+a x+b$

1. $\alpha \leftarrow-t^{2}$
2. $X_{2} \leftarrow \frac{-b}{a}\left(1+\frac{1}{\alpha^{2}+\alpha}\right)$
3. $X_{3} \leftarrow \alpha \cdot X_{2}$
4. $h_{2} \leftarrow\left(X_{2}\right)^{3}+a \cdot X_{2}+b ; \quad h_{3} \leftarrow\left(X_{3}\right)^{3}+a \cdot X_{3}+b$
5. If $h_{2}$ is a square, return $\left(X_{2}, h_{2}^{(q+1) / 4}\right)$, otherwise return $\left(X_{3}, h_{3}^{(q+1) / 4}\right)$

Our simplified SWU algorithm from Section 7 defines a function $f_{a, b}^{\prime}: \mathbb{F}_{q} \rightarrow E\left(\mathbb{F}_{q}\right)$ which is also a weak encoding into the curve.

Lemma 6. The function $f_{a, b}^{\prime}$ has pre-image size at most 8 and can be inverted on its image in polynomial time. Then $f_{a, b}^{\prime}$ is an $\alpha$-weak encoding with $\alpha=8 N / q$, where $N$ is the elliptic curve order.

Proof. To compute the pre-images of a point $P=\left(X_{P}, Y_{P}\right)$, the equations $X_{2}(t)=X_{P}$ and $X_{3}(t)=$ $X_{P}$ must be solved. Since $X_{2}(t)$ and $X_{3}(t)$ are rational functions over the finite field $\mathbb{F}_{q}$, efficient algorithms such as the Berlekamp algorithm [4] can be used to compute the roots of the corresponding polynomial equations. The Berlekamp algorithm has complexity $\mathcal{O}\left(d^{2} \log ^{3} q\right)$, where $d$ is the degree of the equation. Since $\operatorname{deg} X_{2}(t)=4$ and $\operatorname{deg} X_{3}(t)=4$, we have that each equation has at most 4 solutions; therefore a point has at most 8 pre-images which can be efficiently computed. This proves Lemma 6.

From Lemma 6 we can therefore use SWU's function $f_{a, b}^{\prime}$ instead of Icart's function $f_{a, b}$ in the general construction of Section 5. We provide an implementation of our simplified SWU algorithm in Appendix G.

## 8 Hashing in Characteristic 3

In characteristic 3 the normal form of an elliptic curve with $j$-invariant $j \neq 0$ and discriminant $\Delta \neq 0$ is:

$$
Y^{2}=X^{3}+a X^{2}+b
$$

with $\Delta=-a^{3} b$. It is easy to see that Icart's technique cannot work in characteristic 3 , and the SWU algorithm does not work in characteristic 3 because the elliptic curve has a different equation. In this section we show the first deterministic ${ }^{8}$ encoding algorithms for elliptic curves in characteristic 3 . We denote by $Q$ the set of quadratic residues in the field. An implementation of the three algorithms is provided in Appendix H .

### 8.1 Algorithm for $\Delta \in Q$

Proposition 8. Let $\mathbb{F}$ be a field of characteristic 3 and $g(x)=x^{3}+a x^{2}+b$ with $a \neq 0$ and $\Delta=$ $-a^{3} b \in Q$. Let $\eta \notin Q$ and let $c$ such that $c^{2}=-b / a$. Let

$$
X(t)=c \cdot\left(1-\frac{1}{\eta \cdot t^{2}}\right)
$$

Then either $g(X(t))$ or $g\left(\eta \cdot t^{2} \cdot X(t)\right)$ is a quadratic residue.

[^4]Proof. As previously we choose $u \notin Q$ and we consider the equation in $x$ :

$$
\begin{equation*}
g(u \cdot x)=u^{3} \cdot g(x) \tag{13}
\end{equation*}
$$

As previously the terms of degree 3 cancel, and using $u^{3}-1=(u-1)^{3}$ in char 3 , we get:

$$
\begin{aligned}
g(u \cdot x)=u^{3} \cdot g(x) & \Leftrightarrow a u^{2} x^{2}+b=a u^{3} x^{2}+b u^{3} \\
& \Leftrightarrow x^{2}=\frac{b\left(u^{3}-1\right)}{a\left(u^{2}-u^{3}\right)}=\frac{b(u-1)^{3}}{a u^{2}(1-u)}=\frac{-b}{a} \cdot\left(\frac{u-1}{u}\right)^{2}
\end{aligned}
$$

Since $\Delta=-a^{3} b \in Q$, we have $-b / a \in Q$ so we can compute $c$ such that $c^{2}=-b / a$. Therefore we can take the following solution for equation (13):

$$
x=c \cdot\left(1-\frac{1}{u}\right)
$$

For $u$ we can take $u=\eta \cdot t^{2}$ where $\eta \notin Q$ is pre-computed. We recover the map $X(t)$ of Proposition 8. Moreover from equation (13) since $u^{3} \notin Q$ either $g(x)$ or $g(u \cdot x)$ must be a quadratic residue.

From Proposition 8 we easily deduce a deterministic encoding algorithm. Let denote by $f_{1}: \mathbb{F}_{q} \rightarrow E\left(\mathbb{F}_{q}\right)$ the resulting encoding function.

Proposition 9. The function $f_{1}$ has pre-image size at most 4 and can be inverted on its image in polynomial time. Then $f_{1}$ is an $\alpha$-weak encoding with $\alpha=4 N / q$, where $N$ is the elliptic curve order.

Proof. Given $P=\left(X_{P}, Y_{p}\right) \in E$, the equation $X(t)=X_{P}$ gives a polynomial equation of degree 2 and therefore at most 2 solutions. The same holds for $\eta \cdot t^{2} \cdot X(t)=X_{p}$. Therefore, the pre-image size of $f_{1}$ is at most 4 .

From Proposition 9 we can therefore use our function $f_{1}$ in the general construction of Section 5 and obtain an indifferentiable hash function. We provide an implementation in Appendix H.

### 8.2 Algorithm for $\Delta \notin Q$

Proposition 10. Let $\mathbb{F}$ be a field of characteristic 3 and $g(x)=x^{3}+a x^{2}+b$ with $\Delta=-a^{3} b \notin Q$. Let $x_{0} \in \mathbb{F}$ such that $g\left(x_{0}\right)=0$. Let $\eta \notin Q$. Let :

$$
X(t)=-2 \cdot x_{0} \cdot\left(1+\frac{1}{\eta \cdot t^{2}}\right)
$$

Let $X_{1}(t)=X(t)+x_{0}$ and $X_{2}(t)=\eta \cdot t^{2} \cdot X(t)+x_{0}$. Then either $g\left(X_{1}(t)\right)$ or $g\left(X_{2}(t)\right)$ is a quadratic residue.

Proof. When $\Delta \notin Q$ we have that $g(x)=x^{3}+a x^{2}+b$ has a (unique) root $x_{0} \in \mathbb{F}$. Therefore we can let:

$$
f(x)=g\left(x+x_{0}\right)=x^{3}+a x^{2}+b^{\prime} x
$$

where $b^{\prime}=2 \cdot a \cdot x_{0}$. A deterministic encoding for elliptic curves of equation $y^{2}=x^{3}+a x^{2}+b^{\prime} x$ is already described in [34]. Given $u \notin Q$ one considers the equation in $x$ :

$$
\begin{aligned}
f(u \cdot x)=u^{3} \cdot f(x) & \Leftrightarrow a u^{2} x^{2}+b^{\prime} u x=a u^{3} x^{2}+b^{\prime} u^{3} x \\
& \Leftrightarrow a x\left(u^{2}-u^{3}\right)=b^{\prime}\left(u^{3}-u\right) \\
& \Leftrightarrow a x u^{2}(1-u)=b^{\prime} u(u-1)(u+1) \\
& \Leftrightarrow x=\frac{-b^{\prime}}{a} \cdot\left(\frac{u+1}{u}\right)=-2 \cdot x_{0} \cdot\left(1+\frac{1}{u}\right)
\end{aligned}
$$

Then either $f(x)$ or $f(u \cdot x)$ is a square, which implies that either $g\left(x+x_{0}\right)$ or $g\left(u \cdot x+x_{0}\right)$ is a square. Letting $u=\eta \cdot t^{2}$ where $\eta \notin Q$ one recovers the maps $X(t), X_{1}(t)$ and $X_{2}(t)$.

From Proposition 8 we easily deduce a deterministic encoding algorithm. Let denote by $f_{2}: \mathbb{F}_{q} \rightarrow$ $E\left(\mathbb{F}_{q}\right)$ the resulting encoding function.

Proposition 11. The function $f_{2}$ has pre-image size at most 4 and can be inverted on its image in polynomial time. Then $f_{2}$ is an $\alpha$-weak encoding with $\alpha=4 N / q$, where $N$ is the elliptic curve order.

Proof. The proof is the same as the proof of Proposition 9.

### 8.3 Algorithm for any $\Delta$

In this section we describe a different encoding algorithm that works for any discriminant $\Delta$. We pre-compute $\eta \notin Q$ and $z_{0}, y_{0}$ such that $a \eta \cdot z_{0}^{2}-y_{0}^{2}+b=0$.

Deterministic Encoding Algorithm in char 3:
Input: $t \in \mathbb{F}$
Output: $(x, y) \in E(\mathbb{F})$

1. Let $z=\left(-z_{0} t^{2}+2 y_{0} t-a \eta z_{0}\right) /\left(a \eta-t^{2}\right)$
2. Let $y=y_{0}+t \cdot\left(z-z_{0}\right)$
3. Let $k=a /\left(b-y^{2}\right)$
4. Find the unique solution $\alpha$ of the linear system $\alpha^{3}+k \cdot \alpha=-k / a$

5 . Let $x=1 / \alpha$ and output $(x, y)$
We show in Appendix F that this also defines a deterministic encoding into elliptic curves. Let denote by $f_{3}: \mathbb{F}_{q} \rightarrow E\left(\mathbb{F}_{q}\right)$ the resulting encoding function.

Proposition 12. The function $f_{3}$ has pre-image size at most 2 and can be inverted on its image in polynomial time. Then $f_{3}$ is an $\alpha$-weak encoding with $\alpha=2 N / q$, where $N$ is the elliptic curve order.

Proof. Given $P=\left(X_{P}, Y_{P}\right) \in E$, the equation $y(t)=Y_{P}$ gives a degree 2 polynomial equation in $t$, which gives at most 2 solutions. Therefore the pre-image size of $f_{3}$ is at most 2 .
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## A Proof of Proposition 1

## A. 1 Geometric Interpretation of Icart's Function

Icart's function $f$ admits a natural extension to the projective line over $\mathbb{F}_{q}$ by setting $f(\infty)=O$, the neutral element of the elliptic curve. Then, consider the graph of $f$ :

$$
C=\left\{(u, \varpi) \in \mathbb{P}^{1} \times E \mid f(u)=\varpi\right\}
$$

As shown in [23, Lemma 3], $C$ is the closed subscheme of $\mathbb{P}^{1} \times E$ defined by

$$
\begin{equation*}
u^{4}-6 x u^{2}+6 y u-3 a=0 \tag{14}
\end{equation*}
$$

In other words, Icart's function is the algebraic correspondence between $\mathbb{P}^{1}$ and $E$ given by (14).
Let $j$ be the $j$-invariant of $E$ :

$$
j=1728 \cdot \frac{4 a^{3}}{4 a^{3}+27 b^{2}} \in \mathbb{F}_{q}
$$

Save for a few exceptional values of $j$, we can precisely describe the geometry of $C$.
Lemma 7. If $j \notin\{0 ; 2592\}$, the subscheme $C$ is a geometrically integral curve on $\mathbb{P}^{1} \times E$ with one triple point at infinity and no other singularity. Its normalization $\widetilde{C}$ is a smooth, geometrically integral curve of genus 7 . The natural map $h: \widetilde{C} \rightarrow E$ is a morphism of degree 4 ramified at 12 distinct finite points of $E\left(\overline{\mathbb{F}}_{q}\right)$, with ramification index 2 .

Proof. As usual with Icart's function, we assume that $E$ is not supersingular, i.e. $a$ and $j$ are non-zero. The subscheme $C$ is then clearly reduced, and was shown in $[17,18]$ to be geometrically connected. It is thus a geometrically integral curve on the surface $\mathbb{P}^{1} \times E$.

Let us determine its singular locus. First consider the affine patch of $C$ given by $u \neq \infty$ and $\varpi \neq O$. It can be represented as the algebraic set of points ( $u, x, y$ ) in affine 3 -space satisfying $y^{2}=x^{3}+a x+b$ as well as equation (14). It is smooth at all points where the map

$$
(u, x, y) \mapsto\left(y^{2}-\left(x^{3}+a x+b\right), u^{4}-6 x u^{2}+6 y u-3 a\right)
$$

is of rank 2. The gradient of this map is

$$
(u, x, y) \mapsto\left(\begin{array}{crr}
0 & -3 x^{2}-a 2 y \\
4 u^{3}-12 x u+6 y & -6 u^{2} & 6 u
\end{array}\right)
$$

Since $E$ is smooth, this is of rank 2 at a point of the curve unless:

$$
\left\{\begin{array}{l}
y^{2}=x^{3}+a x+b \\
u^{4}-6 x u^{2}+6 y u-3 a=0 \\
4 u^{3}-12 x u+6 y=0 \\
\left|\begin{array}{rr}
-3 x^{2}-a 2 y \\
-6 u^{2} & 6 u
\end{array}\right|=6 u\left(2 u y-3 x^{2}-a\right)=0
\end{array}\right.
$$

Eliminating $u, x, y$ between those four equations, we find $-24 a^{4}-162 a b^{3}=-6 a\left(4 a^{3}+27 b^{2}\right)=0$, which is impossible. Therefore, there is no singular point in this affine patch.

Turning now to points at infinity, we denote by $v$ the local coordinate $1 / u$ on $\mathbb{P}^{1}$ in a neighborhood of $\infty$, and let $(z, w)=(1 / y, x / y)$ be local coordinates on $E$ in a neighborhood of $O$. First note that there is no point $(\infty, \varpi) \in C$ with $\varpi \neq O$. Indeed, writing equation (14) in terms of $(v, x, y)$ :

$$
3 a v^{4}-6 y v^{3}+6 x v^{2}-1=0
$$

we see that $v=0$ is never a root.
Similarly, let us find points of the form $(u, O)$ with $u \neq \infty$. In terms of ( $u, z, w$ ), equation (14) becomes

$$
z u^{4}-6 w u^{2}+6 u-3 a z=0
$$

For $z=w=0$, we get only one root $u=0$. Thus, the only point on $C$ of the form $(u, O)$ with $u \neq \infty$ is $(0, O)$, and it is easily seen to be regular: the elliptic curve equation becomes $z=b z^{3}+a w z^{2}+w^{3}$, and hence the map $\mathbb{A}^{3} \rightarrow \mathbb{A}^{2}$ defining $C$ in this patch has the following Jacobian matrix:

$$
\left(\begin{array}{ccc}
0 & -3 b z^{2}-2 a w+1-a-3 w^{2} \\
4 z u^{3}-12 w u+6 & u^{4}-3 a & -6 u^{2}
\end{array}\right)
$$

which is of rank 2 for $u=z=w=0$ (recall that the characteristic does not divide 6).
Finally, the point $(\infty, O)$ lies on $C$ and is a triple point. Indeed, let $\mathscr{O}=\mathbb{F}_{q}[v, z, w] /\left(b z^{3}+a w z^{2}-\right.$ $\left.z+w^{3}\right)_{(v, z, w)}$ be the local ring of $\mathbb{P}^{1} \times E$ at $(\infty, O)$, and write the local equation of $C$ at this point:

$$
3 a z v^{4}-6 v^{3}+6 w v^{2}-z \in \mathscr{O}
$$

Consider $\mathfrak{m}=(v, z, w)$ the maximal ideal of $\mathscr{O}$. Since $z=b z^{3}+a w z^{2}+w^{3} \in \mathfrak{m}^{3}$, we see that the curve equation belongs to $\mathfrak{m}^{3}$. It isn't in $\mathfrak{m}^{4}$, however, so the multiplicity of $(\infty, O)$ is exactly 3 (see [21, Ex. V.3.4]).

Thus, the normalization $\widetilde{C}$ of $C$ is a smooth geometrically integral curve, and $\widetilde{C} \rightarrow C$ is an isomorphism outside $(\infty, O)$, whereas the fiber over $(\infty, O)$ consists of three points.

Consider now the map $h: \widetilde{C} \rightarrow E$ deduced from the second projection $C \rightarrow E$. Since equation (14) is of degree $4, h$ is a morphism of degree 4 as well. The fiber at the origin $O$ of $E$ contains 4 points, namely $(0, \infty)$ and the 3 points of $\widetilde{C}$ over the singular point of $C$. In particular, $h$ is unramified at infinity. The ramification points are thus the finite points $(x, y)$ of $E$ where (14) has a multiple root, i.e. where the discriminant $\Delta$ vanishes.

Recall that $\Delta$ is a polynomial of degree 6 in $x$. It has 6 simple roots over the algebraic closure of $\mathbb{F}_{q}$ provided that its own discriminant:

$$
\operatorname{disc}(\Delta)=2^{58} \cdot 3^{42} \cdot\left(4 a^{3}+27 b^{2}\right)^{2} \cdot\left(-4 a^{3}+81 b^{2}\right)^{3}
$$

is nonzero, i.e. $4 a^{3} \neq 81 b^{2}$, or $j \neq 2592$. We will assume this in what follows.
None of these roots $x$ corresponds to a point $(x, y)$ on $E$ such that $y=0$. Indeed, eliminating $x$ between $\Delta=0$ and $x^{3}+a x+b=0$, we find $a\left(4 a^{3}+27 b^{2}\right)=0$, which is impossible. Thus, each root of $\Delta$ corresponds to exactly two points of $E$ where $h$ is ramified. Hence the 12 distinct ramification points on $E\left(\overline{\mathbb{F}}_{q}\right)$.

Eliminating $u, x, y$ between equation (14) and its first and second derivatives as well as $y^{2}=$ $x^{3}+a x+b$, we find $12\left(-4 a^{3}+81 b^{2}\right)=0$, which contradicts our assumption that $j \neq 2592$. It follows that equation (14) cannot have a triple root. Thus, all 12 ramification points of $h$ have ramification index 2. This allows us to compute the genus $g_{\widetilde{C}}$ of $\widetilde{C}$ using the Riemann-Hurwitz formula:

$$
2 g_{\widetilde{C}}-2=4(2 \cdot 1-2)+12 \quad \text { hence } \quad g_{\widetilde{C}}=7
$$

as required.

## A. 2 The Square Correspondence

In this context, the function $(u, v) \mapsto f(u)+f(v)$ occurring in our hash function construction admits the following description. A point $(u, v)$ in the affine plane $\mathbb{A}^{2}$, or more generally in $\mathbb{P}^{1} \times \mathbb{P}^{1}$, corresponds to $\varpi$ on the elliptic curve $E$ if and only if there is some point $(\alpha, \beta) \in \widetilde{C} \times \widetilde{C}$ over $(u, v)$ such that $h(\alpha)+h(\beta)=\varpi$.

Consider the surface $S=\widetilde{C} \times \widetilde{C}$, and define the following two morphisms. The map $p: S \rightarrow \mathbb{P}^{1} \times \mathbb{P}^{1}$ is the square of the first projection, and $s: S \rightarrow E$ is obtained by composing $h \times h: S \rightarrow E \times E$ with the group law $E \times E \rightarrow E$. Then the set of points $(u, v) \in \mathbb{P}^{1} \times \mathbb{P}^{1}$ corresponding to a given $\varpi \in E$ is exactly $p\left(s^{-1}(\varpi)\right)$ (and we can take the intersection with $\mathbb{A}^{2}$ if we are only interested in affine points). This allows us to give a geometric proof of Proposition 1.

Let us first describe the geometry of the fibers $s^{-1}(\varpi)$. Denote by $\rho_{1}, \ldots, \rho_{12}$ the 12 geometric points of $E$ over which $h$ is ramified, and let $R=\left\{\rho_{i}+\rho_{j}\right\}_{1 \leq i, j \leq 12} \subset E$. The map $s$ is of rank 1 at $(\alpha, \beta)$ if and only if $h$ is of rank 1 at at least one of $\alpha$ or $\beta$, which is certainly the case when $h(\alpha)$ or $h(\beta)$ is not one the $\rho_{i}$. Therefore, $s$ is smooth of relative dimension 1 over the open subscheme $E_{0}=E-R$, and all points in $E_{0}$ have smooth curves on $S$ as fibers. The following lemma makes this more precise.

Lemma 8. The fibers of $s$ at all geometric points of $E_{0}$ are smooth connected curves on $S_{\overline{\mathbb{F}}_{q}}$ of genus 49.

Proof. The morphism $s: S \rightarrow E$ is projective, and thus proper, so it admits a Stein factorization $S \rightarrow E_{1} \rightarrow E$, where $s_{1}: S \rightarrow E_{1}$ has connected geometric fibers, and $E_{1} \rightarrow E$ is finite [20, 4.3.3]. We will show that, in fact, $E_{1}=E$.

Consider $\alpha_{i} \in \widetilde{C}, i=0, \ldots, 3$, the four points such that $h\left(\alpha_{i}\right)=O$. Then $h$ factors as $\widetilde{C} \rightarrow S \rightarrow$ $E_{1} \rightarrow E$ where the first arrow is given by $\beta \mapsto\left(\alpha_{i}, \beta\right)$ for some fixed $i \in\{0, \ldots, 3\}$. In particular, we have surjective morphisms of curves $C \rightarrow E_{1} \rightarrow E$. The function field $K\left(E_{1}\right)$ of $E_{1}$ is thus an intermediate field of the quartic extension $K(\widetilde{C}) / K(E)$. But we know by $[17,18]$ that this quartic extension has a normal closure of Galois group $S_{4}$. Thus, it doesn't have any non trivial subextension: we must either have $E_{1}=\widetilde{\sim} \widetilde{C}$ or $E_{1}=E$. In the latter case, we are done. Otherwise, $\widetilde{C} \rightarrow E_{1}$ is the identity map, since $K(\widetilde{C})$ doesn't have any non trivial automorphism over $K(E)$. This implies $s_{1}\left(\alpha_{i}, \alpha_{j}\right)=\alpha_{j}$ for all $i, j$. But by symmetry, we also have $s_{1}\left(\alpha_{i}, \alpha_{j}\right)=\alpha_{i}$, a contradiction.

Hence, $E_{1}=E$ and $s$ has connected geometric fibers. In particular, the fiber $Z=s^{-1}(\varpi)$ at any geometric point $\varpi$ of $E_{0}$ is a smooth connected curve. Let us compute its genus $g_{Z}$. To do so, observe that the image of $Z$ under $h \times h: S_{\overline{\mathbb{F}}_{q}} \rightarrow(E \times E)_{\overline{\mathbb{F}}_{q}}$ is the curve $E^{\prime}$ of points $(\varsigma, \tau)$ such that $\varsigma+\tau=\varpi$. $E^{\prime}$ is clearly isomorphic to $E_{\overline{\mathbb{F}}_{q}}$, and is thus of genus 1 . Since $h: \widetilde{C} \rightarrow E$ is of degree 4 , any given point $(\varsigma, \tau)$ on $E^{\prime}$ has $4^{2}=16$ pre-images by $Z \rightarrow E^{\prime}$, except when either $\varsigma$ or $\tau$ is one of the 12 ramification points $\rho_{1}, \ldots, \rho_{12}$ of $h$ (note that $\varsigma$ and $\tau$ cannot be both ramification points since $\varpi$ is outside $R$ ). In this latter case, $(\varsigma, \tau)$ has $3 \cdot 4=12$ pre-images. Thus, $Z \rightarrow E^{\prime}$ is a morphism of degree 16 with $2 \cdot 12=24$ ramification points in $E^{\prime}$, each of ramification type ( $2,1,1,2,1,1,2,1,1,2,1,1$ ). Applying the Riemann-Hurwitz formula, we get

$$
2 g_{Z}-2=16(2 \cdot 1-2)+24 \cdot 4 \quad \text { hence } \quad g_{Z}=49
$$

as stated.

Consider now a fiber $Z$ of $s$ at some $\mathbb{F}_{q}$-point $\varpi$ of $E$ not in $R$. The previous description says that $Z$ is a smooth geometrically integral curve of genus 49 on $S$. This gives a precise estimate of the number of $\mathbb{F}_{q}$-points on $Z$ in view of the Hasse-Weil bound:

$$
\left|q+1-\# Z\left(\mathbb{F}_{q}\right)\right| \leq 98 \sqrt{q}
$$

What we are interested in, however, is the number of points in $p(Z)$, or more precisely even, in $p(Z) \cap \mathbb{A}^{2}$. But those numbers are related in a simple way when Icart's function is well-defined, i.e. $q \equiv 2(\bmod 3)$.

Lemma 9. Suppose that $q \equiv 2(\bmod 3)$, and let $N$ be the number of $\mathbb{F}_{q}$-points in $p(Z) \cap \mathbb{A}^{2}$. Then we have

$$
q-98 \sqrt{q}-23 \leq N \leq q+98 \sqrt{q}+1
$$

Proof. Let $D$ be the closed subscheme of points $(\alpha, \beta)$ on $S$ such that $p(\alpha, \beta)$ has at least one component at infinity in $\mathbb{P}^{1} \times \mathbb{P}^{1}$. Denote further by $U$ be the complementary open subscheme: $U=p^{-1}\left(\mathbb{A}^{2}\right)$. Then $p$ induces a bijection $U\left(\mathbb{F}_{q}\right) \rightarrow \mathbb{A}^{2}\left(\mathbb{F}_{q}\right) \subset\left(\mathbb{P}^{1} \times \mathbb{P}^{1}\right)\left(\mathbb{F}_{q}\right)$. This is a direct consequence of the fact that $t \mapsto t^{3}$ is a bijection in $\mathbb{F}_{q}$, as explained in the proof of $[23$, Lemma 3].

In particular, the $\mathbb{F}_{q}$-points of $p(Z) \cap \mathbb{A}^{2}$ are in bijection with $(Z \cap U)\left(\mathbb{F}_{q}\right)$. This immediately yields the upper bound:

$$
N \leq \# Z\left(\mathbb{F}_{q}\right) \leq q+1+98 \sqrt{q}
$$

To obtain the lower bound, it suffices to estimate the number of $\mathbb{F}_{q}$-points on $Z$ outside of $U$, i.e. on $Z \cap D$. This is certainly bounded above by the number of geometric points on $Z \cap D$, which is itself not greater than the intersection number $Z \cdot D$ when $Z$ and $D$ are regarded as 1-cycles on $S$.

Let $l$ and $m$ denote the divisor classes on $S=\widetilde{C} \times \widetilde{C}$ of $\widetilde{C} \times\{\alpha\}$ and $\{\alpha\} \times \widetilde{C}$ for an arbitrary $\alpha$. Then $D \equiv n_{\infty}(l+m)$, where $\equiv$ denotes numerical equivalence and $n_{\infty}$ is the number of points on $\widetilde{C}$ mapping to $\infty$ in $\mathbb{P}^{1}$. As seen in the proof of Lemma 7 , we have $n_{\infty}=3$ (the three points of $\widetilde{C}$ lying over the singular point of $C$ ). Hence

$$
Z \cdot D=3 Z \cdot(l+m)
$$

On the other hand, the canonical divisor $K$ of $S$ satisfies $K \equiv\left(2 g_{\widetilde{C}}-2\right)(l+m)=12(l+m)$ (see e.g. [21, Ex. V.1.5(b) and V.1.9(b)]). Now $K$ appears in the adjunction formula of the intersection theory of surfaces [21, Proposition V.1.5]:

$$
2 g_{Z}-2=Z \cdot K+Z^{2}=4 Z \cdot D+Z^{2}
$$

Since $Z$ is a fiber of $s_{0}$, its self-intersection number is zero: any two fibers of $s_{0}$ are algebraically equivalent and disjoint. Thus $Z^{2}=0$ and we get

$$
Z \cdot D=\frac{1}{4} \cdot\left(2 g_{Z}-2\right)=24
$$

In particular, $\#(Z \cap D)\left(\mathbb{F}_{q}\right) \leq 24$ and hence

$$
N \geq \# Z\left(\mathbb{F}_{q}\right)-24 \geq q-98 \sqrt{q}-23
$$

The first part of Proposition 1 now follows from the previous propositions: under the hypotheses of that theorem, if $\varpi \in E\left(\mathbb{F}_{q}\right)$ does not belong to $R$, then $N(\varpi)=\#\left\{(u, v) \in\left(\mathbb{F}_{q}\right)^{2} \mid f(u)+f(v)=\varpi\right\}$ satisfies

$$
|q-N(\varpi)| \leq 98 \sqrt{q}+23 \leq 2^{7} \cdot \sqrt{q}
$$

as required. And obviously, there are at most $12^{2}=144$ points in $R$.
It remains to bound $N(\varpi)$ for an $\mathbb{F}_{q}$-point $\varpi \in R \cap E\left(\mathbb{F}_{q}\right)$. To do so, consider again $Z=s^{-1}(\varpi)$ the fiber at such a point, and $E^{\prime} \subset E \times E$ the image of $Z$ under $h \times h$ (or equivalently, the fiber of the group law of $E$ at $\varpi)$. The morphism $Z \rightarrow E^{\prime}$ is of degree 16 , so each point has at most 16 pre-images. Hence

$$
N(\varpi) \leq 16 \cdot \# E^{\prime}\left(\mathbb{F}_{q}\right) \leq 16(q+1+2 \sqrt{q}) \leq 2^{5} \cdot q
$$

since $q \geq 5$. This concludes the proof.

## A. 3 Generalization to Even Characteristic

The previous technique carries over to Icart's function in characteristic 2 easily (see Appendix D for the definition of Icart's function in characteristic 2 ). In this case, if $E$ is the elliptic curve $y^{2}+x y=$ $x^{3}+a x^{2}+b$ over a field $\mathbb{F}_{q}$ of characteristic 2 , the curve $C \subset \mathbb{P}^{2} \times E$ defining Icart's correspondence has the equation

$$
u^{4}+u^{2}+x u+y+a^{2}=0
$$

It is smooth except at the point $(\infty, O)$ which blows up into 4 regular points in the normalization $\widetilde{C}$. The second projection $h: \widetilde{C} \rightarrow E$ is then of degree 4 and only ramified over the single point $\rho$ of $E$ such that $x=0$, with ramification type $(2,2)$. In particular, $\widetilde{C}$ is a smooth curve of genus 2 .

We can then consider the map $s: S=\widetilde{C} \times \widetilde{C} \rightarrow E$ again, and find that the fiber $Z=s^{-1}(\varpi)$ at any point $\varpi \in E-\{2 \rho\}$ is a smooth geometrically integral curve. The morphism of $Z$ to its image $E^{\prime}$ in $E \times E$ is of degree 16 and only ramified over $(\rho, \varpi-\rho)$ and $(\varpi-\rho, \rho)$, with ramification type $(2,2,2,2,2,2,2,2)$. Thus, $Z$ is of genus 9 .

Using the notations from the proof of Lemma 9 , the first projection $p: S \rightarrow \mathbb{P}^{1} \times \mathbb{P}^{1}$ still induces a bijection $U\left(\mathbb{F}_{q}\right) \rightarrow \mathbb{A}^{2}\left(\mathbb{F}_{q}\right)$ on $\mathbb{F}_{q}$-points when $q \equiv 2(\bmod 3)$ and $U=p^{-1}\left(\mathbb{A}^{2}\right)$. Moreover, if $D$ denotes the complementary divisor on $S$, we can compute $Z \cdot D=n_{\infty} Z \cdot(l+m)=4 Z \cdot(l+m)$, while $K \equiv\left(2 g_{\widetilde{C}}-2\right)(l+m)=2(l+m)$. Thus, the adjunction formula gives $2 g_{Z}-2=Z \cdot K+Z^{2}=\frac{1}{2} Z \cdot D$. Hence:

$$
\#(Z \cap D)\left(\mathbb{F}_{q}\right) \leq Z \cdot D=2 \cdot\left(2 g_{Z}-2\right)=32
$$

Therefore, for any point $\varpi \in E\left(\mathbb{F}_{q}\right)-\{2 \rho\}$, we get

$$
q-4 \sqrt{q}-31 \leq N(\varpi) \leq q+4 \sqrt{q}+1
$$

Furthermore, we still have $N(2 \rho) \leq 2^{5} \cdot q$ as in the previous section.

## B Proof of Lemma 4

We prove a slightly more general lemma:
Lemma 10. Let $f: S \rightarrow R$ be a polynomially computable function. Let $B=\max \left\{\# f^{-1}(r) \mid r \in R\right\}$. Assume that there exists a polynomial-time algorithm Inv that for any $r \in R$ outputs the set $f^{-1}(r)$. Then $f$ is an $\alpha$-weak encoding, with $\alpha=B \cdot \# R / \# S$. In particular, Icart's function $f_{a, b}$ is an $\alpha$-weak encoding from $\mathbb{F}_{q}$ to $E_{a, b}\left(\mathbb{F}_{q}\right)$ with $\alpha=4 \cdot \# E_{a, b}\left(\mathbb{F}_{q}\right) / q$.

Proof. We have $\operatorname{Pr}_{s}[f(s)=r]=\# f^{-1}(r) / \# S \leq B / \# S=\alpha / \# R$ by taking $\alpha:=B \cdot \# R / \# S$; therefore, the distribution of $f(s)$ for uniform $s \in S$ is $\alpha$-bounded in $R$. Given $\operatorname{lnv}(r)=f^{-1}(r)$, the algorithm $\mathcal{I}(r)$ simply generates a random element in the set $f^{-1}(r)$, and lets $N_{r}=\# f^{-1}(r)$. The result for Icart's function follows from Lemma 2.

## C Composition Lemmas

## C. 1 Generalized Admissible Encodings

The Propositions of Sections 6.1, 6.2, 6.3 and 6.4 fit in a common framework: they assert that some function is admissible, and that we still get indifferentiable hashing when composing them with one of our constructions.

It is not quite correct that composing two admissible encodings yields another admissible encoding. To circumvent this problem, we introduce the slightly more general notion of generalized admissible encoding. We show that admissible encodings are generalized admissible encoding; that generalized admissible encodings are sufficient for indifferentiability; and that the composition of two admissible encodings is again a generalized admissible encoding.

Definition 6 (Generalized Admissible Encoding). A function $F: S \rightarrow R$ is said to be an $\varepsilon$ generalized admissible encoding if it satisfies the following properties:

1. Computable: $F$ is computable in deterministic polynomial time;
2. Invertible: there exists a probabilistic polynomial time algorithm $\mathcal{I}_{F}$ such that $\mathcal{I}_{F}(r) \in F^{-1}(r) \cup\{\perp\}$ for all $r \in R$, and the distribution of $\mathcal{I}_{F}(r)$ is $\varepsilon$-statistically indistinguishable from the uniform distribution in $S$ when $r$ is uniformly distributed in $R$.
$F$ is an generalized admissible encoding if $\varepsilon$ is a negligible function of the security parameter.

From Lemma 3 we have that an $\varepsilon$-admissible encoding is also a $2 \varepsilon$-generalized admissible encoding. The next lemma says that Definition 6 is sufficient for obtaining the indifferentiability property; it follows immediately from our proof of Theorem 1.

Lemma 11. Let $F: S \rightarrow R$ be an $\varepsilon$-generalized admissible encoding. The construction $H(m)=$ $F(h(m))$ is $\left(t_{D}, t_{S}, q, \varepsilon^{\prime}\right)$-indifferentiable from a random oracle, in the random oracle model for $h$ : $\{0,1\}^{*} \rightarrow S$, with $\varepsilon^{\prime}=2 q \varepsilon$ and $t_{S}=2 q \cdot t_{I}$, where $t_{I}$ is the maximum running time of $F$ 's sampling algorithm.

Finally we prove that the composition of two generalized admissible encoding remains a generalized admissible encoding.
 generalized admissible encoding. Then $G \circ F$ is an $\left(\varepsilon_{1}+\varepsilon_{2}\right)$-generalized admissible encoding from $S$ to $T$.

Proof. Firstly, $G \circ F$ is computable in polynomial time. Secondly, given $t$ uniformly distributed in $T$, the random variable $r=\mathcal{I}_{G}(t)$ is $\varepsilon_{2}$-statistically indistinguishable from the uniform distribution in $R$. Then $s=\mathcal{I}_{F}(r)$ is $\left(\varepsilon_{1}+\varepsilon_{2}\right)$-statistically indistinguishable from the uniform distribution in $S$.

## C. 2 Proof of Proposition 3

Proposition 3 is then an immediate consequence of Lemma 12 and of the following result.
Lemma 13. The map $M_{\ell}: E\left(\mathbb{F}_{q}\right) \rightarrow \mathbb{G}, P \mapsto \ell P$ is an $\varepsilon$-admissible encoding, with $\varepsilon=0$.

Proof. The proof is the same as the proof of Lemma 5.1 in [6]. Since $M_{\ell}$ is a group homomorphism, the distribution of $M_{\ell}(P)$ is uniform in $\mathbb{G}$ for uniform $P \in E$.

The group $E\left(\mathbb{F}_{q}\right)$ is isomorphic to $\mathbb{Z}_{\ell_{1} N^{\prime}} \times \mathbb{Z}_{\ell_{2}}$ for some $\ell_{1}, \ell_{2}$ such that $\ell=\ell_{1} \ell_{2}$. Let $G_{1}, G_{2}$ be the points corresponding to $(1,0)$ and $(0,1)$ under this isomorphism. Given $Q \in \mathbb{G}$, the sampling algorithm picks $u \in \mathbb{Z}_{\ell_{1}}$ and $v \in \mathbb{Z}_{\ell_{2}}$ uniformly at random, and returns $P=(1 / \ell) \cdot Q+u \cdot N^{\prime} \cdot G_{1}+v \cdot G_{2}$. Here $1 / \ell$ is computed in $\left(\mathbb{Z}_{N^{\prime}}\right)^{*}$. We have that $\ell P=Q$ as required and $P$ is uniformly distributed in $M_{\ell}^{-1}(Q)$.

## C. 3 Proof of Proposition 4

Let $p$ be an integer. We first show that reduction modulo $p$ is an admissible encoding from $\{0,1\}^{\ell}$ to $\mathbb{Z}_{p}$ if $2^{\ell} \gg p$.

Lemma $14\left(\{0,1\}^{\ell} \rightarrow \mathbb{Z}_{p}\right)$. Let $p$ be an integer and $k$ be a security parameter. Let $\ell=k+\left\lceil\log _{2} p\right\rceil+1$. The function $\operatorname{Mod}_{p}:\left[0,2^{\ell}-1\right] \rightarrow \mathbb{Z}_{p}$ with $\operatorname{Mod}_{p}(x)=x \bmod p$ is a $2^{-k}$-generalized admissible encoding.

Proof. Let $\mu \in \mathbb{Z}$ such that $2^{\ell}-p<\mu \cdot p \leq 2^{\ell}$. We consider the sequence:

$$
\{0,1\}^{\ell} \xrightarrow{F}\left[0, \mu \cdot p\left[\xrightarrow{G} \mathbb{Z}_{p}\right.\right.
$$

where $F(x)=x \bmod (\mu \cdot p)$ and $G(y)=y \bmod p$. We show that both $F$ and $G$ are generalized admissible encodings; therefore from Lemma 12 the composition of $F$ and $G$ remains a generalized admissible encoding. For $F$ we actually prove a slightly more general result:

Lemma 15. Let $F: S \rightarrow\left(S \cup \Delta_{2}\right) \backslash \Delta_{3}$ be a polynomially computable function such that $F(x)=x$ for all $x \in S \backslash \Delta_{1}$. Assume that set membership for $S \backslash \Delta_{1}$ can be decided in polynomial time. Then $F$ is an $\varepsilon$-generalized admissible encoding, with $\varepsilon=\left(\# \Delta_{1}+\# \Delta_{2}+\# \Delta_{3}\right) / \# S$.

Proof. Given $x \in S \cup \Delta_{2}$, the sampling algorithm $\mathcal{I}_{F}(x)$ returns $x$ for $x \in S \backslash \Delta_{1}$ and $\perp$ otherwise. Therefore for uniform $x \in\left(S \cup \Delta_{2}\right) \backslash \Delta_{3}$ the distribution of $\mathcal{I}_{F}(x)$ is $\varepsilon$-indistinguishable from the uniform distribution in $S$, with $\varepsilon=\left(\# \Delta_{1}+\# \Delta_{2}+\# \Delta_{3}\right) / \# S$.

Applying Lemma 15 with $S=\{0,1\}^{\ell}, \Delta_{1}=\left[\mu \cdot p, 2^{\ell}-1\left[, \Delta_{2}=\emptyset\right.\right.$ and $\Delta_{3}=\Delta_{1}$, we obtain that $F$ is an $\varepsilon$-generalized admissible encoding, with $\varepsilon=2 p / 2^{\ell} \leq 2^{-k}$. Moreover, it is easy to see that $G$ is an admissible encoding according to Definition 1 ; therefore it is an $\varepsilon$-generalized admissible encoding with $\varepsilon=0$. From Lemma 12 the composition of two generalized admissible encodings remains a generalized admissible encoding. This concludes the proof of Lemma 14.

We now proceed with the proof of Proposition 4 . With $p$ a $2 k$-bit prime and $\ell=3 k$, from Lemma 14 we obtain that reduction $\bmod p$ is a $2^{-k+1}$-admissible encoding from $\{0,1\}^{\ell}$ to $\mathbb{Z}_{p}$. Using Lemma 12 , this shows that $F:\{0,1\}^{\ell} \times\{0,1\}^{\ell} \rightarrow E\left(\mathbb{F}_{p}\right)$ with:

$$
F(u, v)=f(u \bmod p)+f(v \bmod p)
$$

is an $\varepsilon$-generalized admissible encoding with $\varepsilon=2^{9} \cdot 2^{-k}+2^{-k+1} \leq 2^{10} \cdot 2^{-k}$. Applying Lemma 11, this proves Proposition 4.

## C. 4 Proof of Proposition 5

We consider the function $G:\{0,1\}^{\ell} \mapsto \mathbb{Z}_{p}$ with $G(u)=u \bmod p$. Since $p=2^{\ell}-\omega$, applying Lemma 15 with $S=\{0,1\}^{\ell}, \Delta_{1}=\left[p, 2^{\ell}\left[, \Delta_{2}=\emptyset\right.\right.$ and $\Delta_{3}=\Delta_{1}$, we obtain that $G$ is an $\varepsilon$-generalized admissible encoding with $\varepsilon=2 \omega \cdot 2^{-\ell}$.

Using Lemma 12 , this shows that $F:\{0,1\}^{\ell} \times\{0,1\}^{\ell} \rightarrow E\left(\mathbb{F}_{p}\right)$ with:

$$
F(u, v)=f(u \bmod p)+f(v \bmod p)
$$

is an $\varepsilon$-generalized admissible encoding with $\varepsilon=2^{9} \cdot 2^{-\ell / 2}+2 \omega \cdot 2^{-\ell}$. Applying Lemma 11 , this proves Proposition 5.

## D Icart's Function in Characteristic 2

In characteristic 2 we consider an elliptic curve defined by the following equation:

$$
E_{a, b}: Y^{2}+X Y=X^{3}+a X^{2}+b
$$

where $a$ and $b$ are elements of $\mathbb{F}_{2^{n}}$. When $n$ is odd, we have $2^{n}-1 \not \equiv 0(\bmod 3)$, which implies that the map $x \mapsto x^{3}$ is a bijection over $\mathbb{F}_{2^{n}}$. Let

$$
\begin{aligned}
f_{a, b}: \mathbb{F}_{2^{n}} & \rightarrow\left(\mathbb{F}_{2^{n}}\right)^{2} \\
u & \mapsto(x, y)
\end{aligned}
$$

where

$$
\begin{aligned}
& x=\left(v^{4}+v^{3}+b\right)^{1 / 3}+v \\
& y=u x+v^{2} \\
& v=a+u+u^{2}
\end{aligned}
$$

One can check that for any $u \in \mathbb{F}_{2^{n}}, f_{a, b}(u)$ is indeed a point of $E_{a, b}$; we refer to [23] for more details. Icart's function in characteristic 2 satisfies the same property as in characteristic $p>3$ :

Lemma 16 (Icart [23]). The function $f_{a, b}$ is computable in deterministic polynomial time. For any point $\varpi \in f_{a, b}\left(\mathbb{F}_{2^{n}}\right)$, the set $f_{a, b}^{-1}(\varpi)$ is computable in polynomial time and $\# f_{a, b}^{-1}(\varpi) \leq 4$.

## E Shallue-Woestijne in Characteristic 2

In this section, we recall the Shallue-Woestijne algorithm in characteristic 2 (see [31]). An elliptic curve over a field $\mathbb{F}_{2^{n}}$ is a set of points $(x, y) \in\left(\mathbb{F}_{2^{n}}\right)^{2}$ verifying the equation:

$$
E_{a, b}: Y^{2}+X \cdot Y=X^{3}+a \cdot X^{2}+b
$$

where $a, b \in \mathbb{F}_{2^{n}}$. Let $g$ be the rational function

$$
g: x \mapsto x^{-2} \cdot\left(x^{3}+a \cdot x^{2}+b\right)
$$

Letting $Z=Y / X$, the equation for $E_{a, b}$ can be rewritten as:

$$
\begin{equation*}
Z^{2}+Z=g(X) \tag{15}
\end{equation*}
$$

Theorem 4 (Shallue-Woestijne [31]). Let $g(x)=x^{-2} \cdot\left(x^{3}+a \cdot x^{2}+b\right)$ where $a, b \in \mathbb{F}_{2^{n}}$. Let

$$
X_{1}(t, w)=\frac{t \cdot c}{1+t+t^{2}} \quad X_{2}(t, w)=t \cdot X_{1}(t, w)+c \quad X_{3}(t, w)=\frac{X_{1}(t, w) \cdot X_{2}(t, w)}{X_{1}(t, w)+X_{2}(t, w)}
$$

where $c=a+\omega+\omega^{2}$. Then $g\left(X_{1}(t, w)\right)+g\left(X_{2}(t, w)\right)+g\left(X_{3}(t, w)\right) \in h\left(\mathbb{F}_{2^{n}}\right)$ where $h$ is the map $h: z \mapsto z^{2}+z$.

From Theorem 4, we have that at least one of the $g\left(X_{i}(t, w)\right)$ must be in $h\left(\mathbb{F}_{2^{n}}\right)$, which leads to a point in $E_{a, b}$. Namely, we have that $h\left(\mathbb{F}_{2^{n}}\right)=\left\{z \in \mathbb{F}_{2^{n}} \mid \operatorname{Tr}(z)=0\right\}$, where $\operatorname{Tr}$ is the trace operator $\operatorname{Tr}: \mathbb{F}_{2^{n}} \rightarrow \mathbb{F}_{2}$ with:

$$
\operatorname{Tr}(z)=\sum_{i=0}^{n-1} z^{z^{i}}
$$

From Theorem 4 we have $\sum_{i} \operatorname{Tr}\left(g\left(X_{i}\right)\right)=0$ and therefore at least one of the $X_{i}$ must satisfy $\operatorname{Tr}\left(g\left(X_{i}\right)\right)=0$.

Given such a $X_{i}$ it remains to compute a solution of the equation $Z^{2}+Z=g\left(X_{i}\right)$. This is a linear equation in $\mathbb{F}_{2^{n}}$, so finding $Z$ amounts to solving a linear system. When $n$ is odd, the solutions can be found more efficiently: the solutions of $Z^{2}+Z=\beta$ are given by $\operatorname{HT}(\beta)$ and $\operatorname{HT}(\beta)+1$, where HTr is the half trace, defined as:

$$
\operatorname{HTr}: z \mapsto \sum_{i=0}^{(n-1) / 2} z^{2^{2 i}}
$$

We note that in practice a prime extension degree $n$ is generally used, which means that $n$ is usually odd. We obtain the following pseudo-code for the Shallue-Woestijne algorithm in characteristic 2, when the extension degree $n$ is odd. Note that the algorithm takes as input two values $t, w \in \mathbb{F}_{2^{n}}$; in practice, one can take $w=0$.

Shallue-Woestijne algorithm in characteristic 2 :
Input: parameters $a, b \in \mathbb{F}_{2^{n}}$ and input $t, w \in \mathbb{F}_{2^{n}}$
Output: $(x, y) \in E_{a, b}$

1. $c \leftarrow a+w+w^{2}$
2. $X_{1} \leftarrow t \cdot c /\left(1+t+t^{2}\right)$
3. $X_{2} \leftarrow t \cdot X_{1}+c$
4. $X_{3} \leftarrow X_{1} \cdot X_{2} /\left(X_{1}+X_{2}\right)$
5. For $i=1$ to 3:
(a) $h_{i} \leftarrow\left(X_{i}{ }^{3}+a \cdot X_{i}{ }^{2}+b\right) / X_{i}{ }^{2}$
(b) If $\operatorname{Tr}\left(h_{i}\right)=0$, return $\left(X_{i}, \operatorname{HTr}\left(h_{i}\right) \cdot X_{i}\right)$

## E. 1 Analysis

As for the Ulas maps, two parameters are needed to generate a point. A general way to analyze the algorithm is to fix one of the parameter and to let the other vary.

Lemma 17 (fixed $t$ ). The Shallue-Woestijne algorithm with fixed $t$ such that $t^{2}+t \neq 1$ has pre-image size at most 6 . The encoding can be inverted on its image in polynomial time.

Lemma 18 (fixed $w$ ). The Shallue-Woestijne algorithm with fixed $w$ such that $w^{2}+w \neq a$ has pre-image size at most 6 . The encoding can be inverted on its image in polynomial time.

Proof. We first give the expression of the rational function $X_{3}(t, w)$ :

$$
X_{3}(t, w)=\frac{c \cdot\left(t^{2}+t\right)}{1+t+t^{2}}
$$

Since we have for all $i, \operatorname{deg}_{t}\left(X_{i}(t, w)\right)=2$ and $\operatorname{deg}_{w}\left(X_{i}(t, w)\right)=2$, it is easy to see that each point has at most 6 pre-images in both cases.

## F Analysis of the Algorithm from Section 8.3

We consider the elliptic curve equation $y^{2}=x^{3}+a x^{2}+b$ which we rewrite $x^{3}+a x^{2}+\left(b-y^{2}\right)=0$. Letting $\alpha=1 / x$, we get:

$$
\frac{1}{\alpha^{3}}+\frac{a}{\alpha^{2}}+\left(b-y^{2}\right)=0
$$

Multiplying by $\alpha^{3} /\left(b-y^{2}\right)$, this gives:

$$
\begin{equation*}
\alpha^{3}+\frac{a}{b-y^{2}} \cdot \alpha=-1 /\left(b-y^{2}\right) \tag{16}
\end{equation*}
$$

Given $k \in \mathbb{F}$ we consider the function $f(\alpha)=\alpha^{3}+k \cdot \alpha$. In char 3 this is a linear function. We have:

$$
f(\alpha)=0 \Leftrightarrow \alpha=0 \text { or } \alpha^{2}=-k
$$

Therefore $f$ is bijective if and only if $-k \notin Q$. When $f$ is bijective its inverse can be computed in deterministic polynomial time by solving a linear system.

Since $k=a /\left(b-y^{2}\right)$ in equation (16), we must have $-a /\left(b-y^{2}\right) \notin Q$ so that equation (16) has a unique solution. This is equivalent to $-\left(b-y^{2}\right) / a \notin Q$ or $-\left(b-y^{2}\right) / a=\eta \cdot z^{2}$ for some fixed $\eta \notin Q$. This gives:

$$
a \eta z^{2}-y^{2}+b=0
$$

which is the equation of a conic which is easy to parameterize. Such parameterization is computed at steps 1 and 2 of the algorithm in Section 8.3.

## G Implementation of the Simplified SWU Algorithm

In the following we provide an implementation our simplified SWU algorithm from Section 7, using the Sagemath library [33].

```
def genParams(k=160):
    p=1
    while (p % 4)==1:
        p=random_prime(2^k)
    F=GF(p)
    a=F.random_element()
    b=F.random_element()
    return (p,a,b)
```

def simpleSWU( $p, a, b, t)$ :
alpha=-t^2
$x 2=-b / a *\left(1+1 /\left(a l p h a{ }^{\wedge} 2+a l p h a\right)\right)$
x3=alpha*x2
h2 $=x 2^{\wedge} 3+a * x 2+b$
h3 $=x 3^{\wedge} 3+a * x 3+b$
if is_square(h2):
return ( $\left.\mathrm{x} 2, \mathrm{~h} 2^{\wedge}((\mathrm{p}+1) / / 4)\right)$
else:
return (x3,h3~ $((p+1) / / 4))$
def testSimpleSWU():
p, a, b=genParams()
$t=G F(p) . r a n d o m \_e l e m e n t()$
$x, y=s i m p l e S W U(p, a, b, t)$
print "p=", p,"\na=", a,"\nb=", b, "\nx=", x,"\ny=", y
print $" y^{\wedge} 2==x^{\wedge} 3+a x+b: ", y^{\wedge} 2==x^{\wedge} 3+a * x+b$

## H Implementation of Hash Algorithms in Characteristic 3

In the following we provide an implementation of the 3 hash algorithms in characteristic 3 from Section 8, using the Sagemath library [33].

```
def genNonSquare(f):
    while True:
        x=f.random_element()
        if not is_square(x):
            return x
def genParamsInQ(n=53):
    f=GF(3^n,'t')
    a=f.random_element()
    c=f.random_element()
    b=-a*c^2
    eta=genNonSquare(f)
    return (f,a,b,c,eta)
def algo1(params,t):
    f,a,b,c,eta=params
    x=c*(1-1/(eta*t^2))
    if is_square(x^3+a*x^2+b):
        return (x, (x^3+a*x^2+b).sqrt())
    else:
        xp=eta*t^2*x
        return (xp,(xp^3+a*xp^2+b).sqrt())
def genParamsNotInQ(n=53):
    f=GF(3^n,'t')
    Delta=genNonSquare(f)
    a=f.random_element()
    b=-Delta/a`3
    x=PolynomialRing(f,'x').gen()
    x0=(x^3+a*x^2+b).roots() [0] [0]
    eta=genNonSquare(f)
    return (f,a,b,x0,eta)
def algo2(params,t):
    f,a,b,x0,eta=params
    x=-2*x0*(1+1/(eta*t^2))
    x1=x+x0
    x2=eta*t^2*x+x0
    if is_square(x1^3+a*x1^2+b):
        return (x1,(x1^3+a*x1^2+b).sqrt())
    else:
        return (x2,(x2^3+a*x2^2+b).sqrt())
def genParamsAlgo3(n=53):
```

```
    f=GF(3^n,'t')
    a=f.random_element()
    b=f.random_element()
    eta=genNonSquare(f)
    while True:
        z0=f.random_element()
        sy0=a*eta*z0^2+b
        if is_square(sy0):
            return (f,a,b,eta,sy0.sqrt(),z0)
def algo3(params,t):
    f,a,b,eta,y0,z0=params
    z=(-z0*t^2+2*y0*t-a*eta*z0)/(a*eta-t^2)
    y=y0+t*(z-z0)
    k=a/(b-y^2)
    av=PolynomialRing(f,'x').gen()
    alpha=(av^3+k*av+k/a).roots() [0] [0]
    return (1/alpha,y)
def testAlgo(algo,params,f,a,b):
    t=f.random_element()
    x,y=algo(params,t)
    print "x=",x
    print "y=",y
    print "Point in curve:", y^2==x^3+a*x^2+b
def testAlgo1(n=53):
    params=genParamsInQ(n)
    f,a,b,c,eta=params
    testAlgo(algo1,params,f,a,b)
def testAlgo2(n=53):
    params=genParamsNotInQ(n)
    f,a,b,x0,eta=params
    testAlgo(algo2,params,f,a,b)
def testAlgo3(n=53):
    params=genParamsAlgo3(n)
    f,a,b,eta,y0,z0=params
    testAlgo(algo3,params,f,a,b)
```


[^0]:    * An extended abstract of this paper will appear at CRYPTO 2010. This is the full version.
    ** Research carried out while working at Sagem Sécurité.
    *** Research carried out while on a visit to the Okamoto Research Laboratory at the NTT Information Sharing Platform.

[^1]:    ${ }^{5}$ For example in Boneh-Franklin IBE one could then decrypt any ciphertext.

[^2]:    ${ }^{6}$ If we take Icart's function for $f$, this is even worse: given $c$ the attacker can easily determine whether there exists $u$ and $v$ such that $c-m_{0}=f_{a, b}(u)$ or $c-m_{1}=f_{a, b}(v)$ and if one of the two equations has no solution then the attacker recovers the plaintext without uncertainty (this happens with good probability over $r$ ).

[^3]:    ${ }^{7}$ A similar equation was used in [28] to show that there exists infinitely many elliptic-curves with $j$-invariant equal to given $j \neq 0,1728$ and with Mordell-Weil rank $\geq 2$.

[^4]:    ${ }^{8}$ We allow for a probabilistic pre-computation phase given the elliptic curve parameters.

