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Abstract—In this paper, we present a new class of public-key cryptosystem (PKC) using algebraic coding on the basis of superimposition and randomness. The proposed PKC is featured by a generator matrix, in a characteristic form, where the generator matrix of an algebraic code is repeatedly used along with the generator matrix of a random code, as sub-matrices. This generator matrix, in the characteristic form, will be referred to as $K$-matrix. We show that the $K$-matrix yields the following advantages compared with the conventional schemes:

(i) It realizes an abundant supply of PKCs, yielding more secure PKCs.
(ii) It realizes a fast encryption and decryption process.
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1 Introduction

Extensive studies have been made of the Public Key Cryptosystem (Hereinafter Public-Key Cryptosystem will be abbreviated as PKC). The security of most PKCs depends on the difficulty of discrete logarithm problem or factorization problem. Thus it is desired to investigate another classes of PKC that do not rely on the difficulty of these two problems.

In this paper, we shall present a new class of PKC using algebraic coding on the basis of superimposition and randomness. As is well known, one of the most important applications of the error correcting codes to the field of cryptography is due to McEliece [1], who applied the Goppa codes to PKC. However, almost all classes of McEliece-Type Cryptosystem use powerful codes of large minimum distances such as Goppa codes [1,2].

On the other hand, in step with the recent advancement of the various digital systems such as error-control systems, extension field $F_{2^m}$ has been extensively studied and has been widely used for realizing secure and reliable storage and transmission systems. Thus constructing a new class of PKC over $F_{2^m}$ would be desirable, because the various precious and abundant knowledges on software and hardware techniques are available when using $F_{2^m}$.

In this paper, we shall present a new class of PKC over $F_{2^m}$ using algebraic coding on the basis of superimposition [2] and randomness. The proposed PKC is characterized by a $(k+r)\times 2n$ matrix, $K$-matrix, that is constituted by two repeatedly used generator matrices for algebraic code and a generator matrix for random code, as shown below:

$$ K = \begin{bmatrix} G_A & G_A \\ R & \end{bmatrix}, \quad (1) $$

where $G_A$ is a $k \times n$ generator matrix of a large class of algebraic code and $R$ is an $r \times 2n$ generator matrix of random code. In Eq. (1), the notation $[X:Y]$ implies the concatenation of matrices $X$ and $Y$. It should be noted that the codes generated by $G_A$ is very general in a sense that they are not necessarily required to have a large minimum distance, in a sharp contrast with a powerful code such as the generalized BCH codes [2]. We assume that almost all elements of $R$ are generated in a random manner. The proposed PKC constructed on the basis of $K$-matrix given by Eq. (1) will be referred to as $K_r$-PKC, where $r$ stands for the number of row vectors of $R$.

In this paper, we show that the $K$-matrix yields the following advantages compared with the conventional generator matrix:

(i) It realizes an abundant supply of PKCs, yielding more secure PKCs.
(ii) It realizes a fast encryption and decryption process.

2 Preliminaries

In this section, for simplicity, we present $K_r$-PKC where no permutation matrix is used. In later section we shall present $K_n$-PKC where permutation matrices are used.

2.1 Public and Secret Keys

Let us define the following $(k+r) \times 2n$ matrix over $F_{2^m}$:

$$ M = SK, \quad (2) $$

where $S$ is the $(k+r) \times (k+r)$ non-singular matrix over $F_{2^m}$. In Eq. (2), $M$ is made public and $S$ is kept secret.

[Subset of Keys]

Public Key : $M$

Secret Key : $S.K$

Another set of public keys such as $e = 3, G_{R(k)}(X)$ will be added later on.

Besides public key $M$ will be used in a permuted form.
2.2 Matrix $R$

Let the matrix $R$ in Eq. (1) be denoted by

$$R = \begin{bmatrix} R_L & R_R \\ \begin{bmatrix} R_{1,1}, \cdots, R_{1,n} \\ R_{1,n+1}, \cdots, R_{1,2n} \\ \vdots \\ R_{r,1}, \cdots, R_{r,n} \\ R_{r,n+1}, \cdots, R_{r,2n} \end{bmatrix} \end{bmatrix}, \quad (3)$$

where we assume that all the elements are chosen in a random manner under Condition $C_1$ which will be given later.

Based on $R$, let us define the following $(k+r) \times n$ matrix $R^+$ as follows:

$$R^+ = R_L + R_R. \quad (4)$$

Let us define another matrix $R_S$ whose columns are constituted by the randomly chosen $r$ columns of $R^+$ as follows:

$$R_S = \begin{bmatrix} R^+_{1,j_1} & \cdots & R^+_{1,j_r} \\ \vdots & \ddots & \vdots \\ R^+_{r,j_1} & \cdots & R^+_{r,j_r} \end{bmatrix}, \quad (5)$$

where we assume that the relation $1 \leq J_1 < J_2 < \cdots < J_r \leq n$ holds and $R^+_{ij}$ is given by

$$R^+_{ij} = R_{ij} + R_{ij+n}. \quad (6)$$

**Condition $C_1$**: Among $\binom{n}{r}$ choices of $R_S$'s for a given $R$, there exist sufficiently large amount of non-singular matrices. \hfill \Box

**Remark 1**: As we shall discuss in the later section, in $K_r$-PKC, $r$ should be sufficiently small compared with $k$ and the relation $n \geq k$ holds. Evidently, the probability that the randomly chosen $R_S$ over $F_{2m}$ is non-singular takes on sufficiently large value for $m \geq 3$. Thus Condition $C_1$ is satisfied and the obtaining of non-singular matrix $R_S$ yields no obstacle when designing the proposed $K_r$-PKC. \hfill \Box

2.3 Encryption and Decryption Processes

For an easy understanding, we shall describe here the encoding and decoding processes in a similar manner as the describing of algorithms.

**Encryption**

The message vector $m$ over $F_{2m}$ be denoted as follows:

$$m = (m_1, m_2, \cdots, m_k, \cdots, m_{k+r}). \quad (7)$$

The cyphertext $C$ is given by

$$C = mM + e, \quad (8)$$

where $e$ is a $2n$-symbols error vector over $F_{2m}$ which is generated in a random manner at the sender. Let us denote the weight of the error vector $e$, $w(e)$, by

$$w(e) = 2n - l_{2n}, \quad (9)$$

where $l_{2n}$ is an appropriately chosen positive integer depending on the given $K_r$-matrix. We also denote $mM$ as follows:

$$mM = (m_1', m_2', \cdots, m_k', \cdots, m_{k+r}'). \quad (10)$$

Let us partition the components of the error vector $e$ as shown in Fig. 1.

$$\begin{array}{cccc}
\hspace{1cm} & e_L & \quad \vdots & \quad e_R \\
\hspace{1cm} & \hspace{1cm} & \hspace{1cm} & \hspace{1cm} \\
\hspace{1cm} & e_{1}, & \cdots, & e_{n} \\
\hspace{1cm} & e_{n+1}, & \cdots, & e_{2n} \\
\end{array}$$

$$\begin{array}{cccc}
& x_L & \quad \vdots & \quad x_R \\
& \hspace{1cm} & \hspace{1cm} & \hspace{1cm} \\
& y_L & \quad \vdots & \quad y_R \\
& \hspace{1cm} & \hspace{1cm} & \hspace{1cm} \\
& \hspace{1cm} & \hspace{1cm} & \hspace{1cm} \\
& \hspace{1cm} & \hspace{1cm} & \hspace{1cm} \\
\end{array}$$

Fig. 1 Partition of components of $e$.

In the following, we assume that the error vector $(y_R, y_L)$ is given so that it can be corrected by the code generated by the generator matrix $G_A$.

**Decryption**

**Step 1**: Let us denote the received version of cyphertext $C$ as follows:

$$\tilde{C} = \tilde{m}K + e, \quad (12)$$

where $\tilde{m}$ is given by

$$\tilde{m} = mS, \quad (13)$$

and is denoted as

$$\tilde{m} = (\tilde{m}_1, \tilde{m}_2, \cdots, \tilde{m}_k, \cdots, \tilde{m}_{k+r}). \quad (14)$$

Let the error vector $e$ be represented by

$$e = (e_L, e_R), \quad (15)$$

where we let $e_L$ and $e_R$ be denoted by

$$e_L = (e_{1}, \cdots, e_{n}) \quad (16)$$

and

$$e_R = (e_{n+1}, e_{n+2}, \cdots, e_{2n}), \quad (17)$$

respectively. In a similar manner as the error vector $e$, the $\tilde{m}K$ is partitioned to $(\tilde{m}K)_L$ and $(\tilde{m}K)_R$ as follows:

$$\tilde{m}K = ((\tilde{m}K)_L; (\tilde{m}K)_R). \quad (18)$$

Note that $\tilde{C}$ is now represented as

$$\tilde{C} = ((\tilde{m}K)_L + e_L; (\tilde{m}K)_R + e_R). \quad (19)$$
Step 2: The message \((\hat{m}_{k+1}, \ldots, \hat{m}_{k+r})\) are decoded based on the following vector \(v\):
\[
v = (\hat{m}K)_L + e_L + (\hat{m}K)_R + e_R. \tag{20}
\]

**Remark 2**: In this Step 2, \(e_L + e_R = (x_L + y_R; x_R + y_L)\) is decoded and is known to the receiver. In the following step, Step 4, \((x_L + y_R; 0)\) will be used for decoding the remaining message \((\hat{m}_1, \hat{m}_2, \ldots, \hat{m}_k)\).

Step 3: The decoded version, \((\hat{m}_{k+1}, \ldots, \hat{m}_{k+r})_R\) is subtracted from the received ciphertext \(C\) given by Eq. (12). The message \((\hat{m}_1, \hat{m}_2, \ldots, \hat{m}_k)\) is decoded by the following steps.

Step 4: Let \(\hat{m}'\) and \(K'\) be given as follows:
\[
\hat{m}' = (\hat{m}_1, \hat{m}_2, \ldots, \hat{m}_k) \tag{21}
\]
and
\[
K' = [G_A; G_A]. \tag{22}
\]
Then \(\hat{m}'K'\) can be represented as
\[
\hat{m}'K' = (F_{G_L}; F_{G_R}), \tag{23}
\]
where \(F_{G_L}\) and \(F_{G_R}\) are given by
\[
F_{G_L} = F_{G_R} = \hat{m}'G_A. \tag{24}
\]
The syndrome \((x_L + y_R; 0)\) obtained in Step 2 is added on \(F_{G_L} + (x_L + y_L)\) in the following manner:
\[
F_{G_L} + (x_L; y_L) + (x_L + y_R; 0)
= F_{G_L} + (y_R; y_L), \tag{25}
\]
where \(0\) is the \(n/2\)-symbols vector of all zero elements. By correcting \((y_R; y_L)\), \(F_{G_L}\) is decoded, yielding the decoded message \((\hat{m}_1, \hat{m}_2, \ldots, \hat{m}_k)\).

Step 5: The message vector \(\hat{m} = (\hat{m}_1, \hat{m}_2, \ldots, \hat{m}_{k+1}, \ldots, \hat{m}_{k+r})\) is decoded as follows
\[
\hat{m} = \hat{m}s^{-1}. \tag{26}
\]

Let us denote the Hamming weight of the vector \(e_L + e_R\) by
\[
w(e_L + e_R) = n - l_n, \tag{27}
\]
where \(l_n\) is an appropriately chosen positive integer depending on the given \(K\)-matrix.

**Remark 3**: It is evident that \(l_n\) and \(l_{2n}\) are required to be as small as possible in order to make our proposed PKC secure. We shall show, in the next section, that these values can be made sufficiently small.

**Theorem 1**: The messages \(\hat{m}_{k+1}, \ldots, \hat{m}_{k+r}\) can be successfully decoded provided that there exists symbols with no error at the sufficient number of locations of the components of the vector \((\hat{m}K)_L + (\hat{m}K)_R)\).

3 Several Properties

3.1 Ambiguity of Matrix

When the following relation holds:
\[
SG \neq G' \tag{28}
\]
for any \(K_0 \times K_0\) non-singular matrix \(S\), then \(K_0 \times N_0\) matrices, \(G\) and \(G'\), will be referred to as different.

**Definition 1**: Let the number of different \(G_0\)s that satisfy a given condition \(C\) be represented as \(\sharp(G)_C\).
The ambiguity, \(A_{GC}\), of the matrix \(G\) that meets the given condition \(C\) is defined as
\[
A_{GC} = \log_2 \sharp(G)_C. \tag{29}
\]

3.2 Several Parameters

The size of the public key, \(S_{PK}\), is given by
\[
S_{PK} = 2nm(k + r) \text{ (bits)}. \tag{30}
\]
The size of the ciphertext, \(S_C\), is given by
\[
S_C = 2nm \text{ (bits)}. \tag{31}
\]
The coding rate (information rate), \(\rho\), is given by
\[
\rho = \frac{k + r}{2n}. \tag{32}
\]
Error rate \(\varepsilon\) is given by
\[
\varepsilon = \frac{w(e)}{2n}. \tag{33}
\]

4 An Example of Vector y of Large Hamming Weight

Let us discuss here a method of the generating of a random error vector of large Hamming weight that can be successfully corrected at the receiver.

We assume that the generator matrices, \(G_i\), is given as that of the quasi-cyclic code (qcc) over \(F_{2^n}\) that is generated by the following polynomial \(G(X)\):
\[
G(X) = G_0 + G_1X + \cdots + G_{g-1}X^{g-1} + X^g, \tag{34}
\]
where \(G_i \in F_{2^n}\) and \(G_0 \neq 0\).

It is evident that the code generated by such a general polynomial has no systematic distance structure.

Let us denote \((y_R, y_L)\) by \(y\) and denote \(y\) by the following polynomial:
\[
y(X) = y_R(X)X^{m+n} + y_L(X), \tag{35}
\]
where \(y_R(X)\) and \(y_L(X)\) stand for \(y_R\) and \(y_L\), respectively, and are denoted by
\[
y_L(X) = e_{g+1}X^g + e_{g+1}X^{g+1} + \cdots + e_nX^{n-1} \tag{36}
\]
and
\[
y_R(X) = e_{n+1}X^n + \cdots + e_gX^{2g-1}, \tag{37}
\]
respectively.

In order to let the Hamming weight of vector \( y \) take on a large value, we construct \( y(X) \) in the following form:

\[
y(X) = (\eta(X))^3,
\]

(38)

where \( \eta(X) \) is an error polynomial corresponding to the following error vector \( \eta \) randomly generated:

\[
\eta = (\eta_1, \eta_2, \ldots, \eta_{q-1}), \quad \eta_i \in F_{2^m},
\]

(39)

where \( \varepsilon \) is an appropriately chosen positive integer. Evidently, \( \eta(X) \) can be decoded by the following equation:

\[
(F_{G_{\varepsilon}}(X) + y(X))^3 \equiv \eta(X) \mod G(X),
\]

(40)

provided that the exponent of \( G(X) \) is not divisible by 3.

It is evident that, once \( y_L(X) + y_R(X) \) is decoded, each of the error vectors \((x_L, 0)\) and \((0, x_R)\) can be decoded by a single step of multiplication and division by the generator polynomial \( G(X) \). Thus it is expected that the decoding process can be performed very fast, compared with the conventional method using Goppa codes etc.

Another class of generator polynomials will be given in Section 6.

In an example of \( K_r\)-PKC given in the following section, we discuss the method of adding information symbols that can be considered sufficiently randomized, instead of an error vector.

**Remark 4:** We assume that the message vector \( m \) over \( F_{2^m} \) is sufficiently randomized, for example, by the using of common-key cryptosystem whose secret key are made public, yielding a sufficiently random message vector over \( F_{2^m} \).

We shall present here an example of the proposed PKC, \( K_r\)-PKC assuming the error vector given by (38). In the following example, we assume that the \( 2r = 4 \) locations of the codeword are required to be error free and the locations are made public.

**Example 1:** Let the \( K \)-matrix of \( K_r\)-PKC is given by

\[
K = \begin{bmatrix}
G & G \\
r_L & r_R \\
r'_L & r'_R
\end{bmatrix},
\]

(41)

where \( G, r_L, r_R, r'_L \) and \( r'_R \) are given as follows:

\( G : 127 \times 254 \) matrix over \( F_{2^2} \) that are generated by the polynomial \( G(X) \) over \( F_{2^2} \) whose degree is 127, given in Eq. (34).

\( r_L, r_R, r'_L, r'_R : 254\)-symbols random vector over \( F_{2^2} \).

The number of information symbols (in bits), \( \kappa \), and the size of the ciphertext (in bits), \( |C| \), are given by

\[
\kappa = (k + 2) \times m = 903 \quad \text{(bits)}
\]

and

\[
|C| = 2n \times m = 3556 \quad \text{(bits)},
\]

respectively.

The size of the public-key, \( S_{pk} \), is given by

\[
S_{pk} = (k + 2) \times 2n \times m = 458724 \quad \text{(bits)}.
\]

The ambiguity of \( K \) matrix [Eq. (41)] is given by

\[
A_K = \log_2 \|G\|_p + \log_2 \|r_L, r_R\|_R
\]

\[
+ \log_2 \|r'_L, r'_R\|_R = 889 + 3556 \times 2 = 8001 \quad \text{(bits)},
\]

a sufficiently large value.

In Example 1, the error rate \( \varepsilon \) takes on the value 0.992, extremely large value. If the message \( m \)'s are added instead of error vectors in this example, the coding rates are given as 0.915 [see Eq. (30) given in the following section].

5 Discussions

5.1 Security Considerations and Improvements

(1) Improvement using permutation matrix \( P \)

So far we have discussed a class of \( K_r\)-PKC that uses no permutation matrix. Evidently using no permutation matrix may weaken the proposed PKC. In this sub-section, we present a method for overcoming this problem. We first assume that the generator matrix \( G_A \) in Eq. (1) generates the maximum distance separable code over \( F_{2^m} \).

We assume here that the proposed \( K_r\)-PKC uses a \((2n \times 2n)\) permutation matrix \( P \) in a general form, yielding the following public key:

\[
M = SKP
\]

(45)

Using this public-key, it is easy to see that the \( K_r\)-PKC generated by \( G_A \) mentioned above is able to correct \( \eta/4 \) errors. In this case, error rate \( \varepsilon \) is given by \( \varepsilon = 1/4 \), sufficiently large values when \( k \) takes on the value \( k \geq 100 \).

It is easy to see that when the row vector of \( R \) are sufficiently random, messages \( m_{k+1}, \ldots, m_{k+1} \) can be successfully decoded provided that the error rate \( \varepsilon \) satisfies \( \varepsilon_n \leq 1/2 \).

(II) Improvement using permutation matrix \( P \)

We assume here that the error vector in Section 4 is used. Then the following \( 2n \times 2n \) permutation matrix \( P_{K_r} \) can be used for improving the security:

\[
P_{K_r} = \begin{bmatrix}
P_0 & 0 & P_0^m \\
0 & I_n & 0 \\
P_0 & 0 & P_0^m
\end{bmatrix},
\]

(47)
where $P_a$, $P_b$, $P_{ab}$ and $P_{a'b'}$ are random permutation matrices and $I_n$ is the $n \times n$ identity matrix. We also see that when the error vector $\epsilon$ is given by Eq. (38) and error vectors $x_L$ and $x_R$ are given in a random manner, excluding $2r$ locations of the ciphertext message $mIP_{K_2}$, then the error rate $\epsilon_{2n}$ for $K_2$-PKC is given by

$$
\epsilon_{2n} = \frac{2n - 4}{2n}.
$$

(48)

As an example, for $K_2$-PKC, in order to decode $m_{k+1}$ and $m_{k+2}$ successfully, it is required, according to the choice of $\varepsilon = 2$ in Eq. (39), that the following relation holds for a random error vector $\epsilon$ as shown below:

$$
\epsilon_{2n-1} = \epsilon_{\frac{n}{2}} = \epsilon_{\frac{n}{2} - 1} = \epsilon_{\frac{n}{2}} = 0.
$$

(49)

It should be noted that other components of $\epsilon$ are chosen in a totally random manner.

**Theorem 2**: If the error vectors for which $(e_L, e_R)$ is given by Eq. (38) are substituted by the randomized message vectors, then coding rate $\rho$ is given by

$$
\rho = \frac{k + r + \frac{n}{2} + n - 2r}{2n} \\
\approx \frac{n}{2} + \frac{n}{2} - r) / 2n \approx \frac{11}{12}.
$$

(50)

**Remark 5**: Using of $I_n$ in Eq. (47) implies that the public key $M$ is used without permutation, yielding a possibility of introducing a weakness to our proposed scheme here. We shall improve this problem in the following (III).

(III) Improvement using permutation matrix $\tilde{P}_K$.

We assume here that the following permutation matrix $\tilde{P}_K$ is used:

$$
\tilde{P}_K = \begin{bmatrix}
P_a & 0 & P_{a'b'} \\
0 & P_b & 0 \\
P_{ab} & 0 & P_{a'b'}
\end{bmatrix},
$$

(51)

where $P_n$ is an $n \times n$ permutation matrix. We also assume that the following generator polynomial is used for constructing the generator matrix $G$:

$$G(X) = G_{RS,D}(X)\Pi(X - \alpha_i),
$$

(52)

where $G_{RS,D}(X)$ is the generator polynomial of Reed-Solomon (RS) code of the minimum distance $D$. We assume that the minimum distance $D$ satisfies the following:

$$D = 2t + 1.
$$

(53)

In Eq. (52), we assume that $\alpha_i \in F_{2^n}$ is non-zero and randomly chosen.

The generator polynomial $G(X)$ is very general in a sense that it generates the codes that include RS codes and totally random codes as particular cases.

**Example 2**: $K$-matrix is given exactly in the same form of matrix as shown by Eq. (41) in Example 1. The $G_A$ and $r_L$, $r_R$, $r'_L$, $r'_R$ are given as follows:

$$G_A : 256 \times 512 \text{ matrix over } F_{2^8} \text{ that is generated with the polynomial } G(X) \text{ given by Eq. (52), where the minimum distance is given by } D = 201.
$$

$r_L$, $r_R$, $r'_L$, $r'_R : 256$ symbols random vector over $F_{2^8}.

$$
\begin{align*}
\kappa &= (k + 2) \times m = 2064 \text{ (bits)} \\
|C| &= 2n \times m = 8192 \text{ (bits)},
\end{align*}
$$

(54)

respectively.

The size of the public-key, $S_{pk}$, is given by

$$S_{pk} = (k + 2) \times 2n \times m = 2113326 \text{ (bits)}.
$$

(55)

The ambiguity of $G_A$ is given by

$$A_{G_A} = \log_2 |\{G_A\}| \leq 8 \times 56 = 448 \text{ (bits)}.
$$

(56)

The ambiguity of $K$-matrix used for constructing $K_1$-PKC is given by

$$A_K = \log_2 |\{G_A\}| + \log_2 |\\{r_L, r_R\}| = 448 + 16384 = 16832 \text{ (bits)}.
$$

(57)

In this case the probability that the randomly chosen $k = 256$ symbols of the part of the ciphertext with errors $y_L$ and $y_R$ have no error is given by $(\frac{1}{2^8})^{256} \approx 4.4 \times 10^{-25}$, sufficiently small value.

(IV) On Lee-Brickell attack

When $h$ symbols are shown to be error free among the $2n$ symbols that constitutes the ciphertext over $F_{2^m}$, the message $m_1, m_2, \ldots, m_{k-1}$ can be estimated by searching all the possible patterns of the $k + r - h$ symbols. Let us now discuss on this matter in the following.

Let the probability that a randomly generated error symbols $\epsilon \sim \text{ denote by } P[\epsilon \sim \beta]$. Obviously, this probability is given by

$$P[\epsilon \sim \beta] = 2^{-m}.
$$

(58)

Consequently, the probability, $P_C(\epsilon)$, that the obtaining of an error vector correctly is given by

$$P_C(\epsilon) = (2^{-m})^{k+r-h}.
$$

(59)

Let us consider the Lee-Brickell attack [4] on our $K_2$-PKC given in Example 1. Evidently each of the remaining $128$ symbols has an error with probability $1 - 2^{-7}$. In order to perform Lee-Brickell attack, we have to estimate $129 - 4 = 125$ error free symbols in
yL and yR in an exhaustive manner. The probability of the obtaining of error symbols is given by $2^{-1287} = 2^{-36}$, an extremely small value.

In Example 2, the error rate in $(x_L, x_R)$ is approximately 10, the error rate in $(y_L, y_R)$ is only $10^{-3} = 0.001$. Thus the corresponding part of the ciphertext may be threatened by Lee-Brickell attack. However the probability of the obtaining of error free symbols among 512 symbols is given by $(\frac{412}{258}) \cdot (\frac{512}{258}) = 1.59 \times 10^{-36}$, sufficiently small value.

(V) Improvements by letting error rate be smaller

Ku-PKC given in Example 1, we have chosen the error rate $\rho$ in $x_L$ and $x_R$ to be approximately 1.0. Consequently the locations of 2r error free symbols should be made public. However the publication of error free symbols may introduce a certain weakness in our Ku-PKC. To overcome this problem, the simplest way is to make the error rate smaller. We shall discuss on this matter using the numerical example for Ku-PKC given in Example 2.

We let error rate in $x_L$ and $x_R$ be $\frac{1}{2}$, yielding error free rate in $(x_L + y_L, x_R + y_R)$ to be $\frac{1}{2} \cdot \frac{100}{258} = 0.152$.

The expectation of the number of error free symbols in the above vector is given by $76.8$. The standard variation is given by $\sqrt{512 \times 0.152 \times 0.848} = 8.124$. The probability of obtaining less than 8 error free symbols, and more than 120 error free symbols $P[x \leq 6, x \geq 128]$, is then given by $1.54 \times 10^{-13}$, sufficiently small value.

When error symbols are substituted by message symbols, the coding rate $\rho$ can be given as

$$\rho = \frac{n + r + \frac{1}{m} \log_2 \left( \frac{n}{t} \right) + t + \frac{1}{m} \log_2 \left( \frac{n}{n_\varepsilon n} \right) + n \varepsilon_n}{2n}. \quad (60)$$

For example, the coding rate in Example 2 is now given by $\rho = 0.82$, sufficiently large value.

5.2 Computational Efforts on Encryption and Decryption

In this section, we briefly discuss on the computational efforts on Encryption and Decryption for the proposed Ku-PKC. First, we shall define the following symbol:

$R_g :$ Residue class ring modulo a polynomial $G(X)$ of degree $g$ over $F_{2^n}$.

$a(X), b(X), c(X) :$ Elements of $R_g$.

In the following, we assume that $r = 1$. A generalization to the case where $r > 1$ is straightforward. For Ku-PKC with error vector given by (38), basically, the following operations are performed.

For encryption:

1. $m M_l$, yielding $m M_l$.

2. $e + m M_l$, yielding $C$ [Eq. (9)].

For decryption:

1. $(e + m M) P^{-1}$.

2. $(\hat{m}K)_L + e_L + (\hat{m}K)_R + e_R$.

3. Assuming $\hat{m}_{k+1}$ in $2^m$ ways on $\hat{m}_{k+1} (r_L, r_R) + CP^{-1}$, yielding $\hat{m}_k$.

4. $F_G + x_L + (x_L + y_R)$, yielding $F_G + (y_R, y_L)$.

5. $(F_G(x) + y_G(x)^2)x^{-1} \equiv y(x) \mod G(x)$, yielding $(y_R, y_L)$.

6. $x_L + y_R + y_L = x_L$.

7. $x_L(X) X^g \cdot X^{-g} \equiv x_L(X) \mod G(X)$.

8. $CP^{-1} + (x_L, y_L, 0, 0)$, yielding $\hat{m}_A$.

9. $(\hat{m}_A G_A)^{-1}$, yielding $\hat{m}$.

10. $\hat{m} S$, yielding $e$.

6 Concluding Remarks

We have proposed a new class of PKC using algebraic coding on the basis of superimposition and randomness. The proposed schemes have the following features:

The freedom of choosing $K$ matrix is larger than that of the choosing of generator matrix based on the algebraic error correcting codes such as Goppa codes [2], under the same size of public-key.

It seems that our proposed PKC, Ku-PKC with extremely large number of errors has improved the security level significantly compared with the conventional scheme. For example, in the proposed PKC, Ku-PKC probability of the estimating of error free $k + r$ message successfully can be made sufficiently small. Besides the proposed scheme has opened up a new problem of constructing a new class of PKC based on algebraic coding with high coding rate.

A Appendix: Simple Ku-PSK

In this appendix, we shall present the simplest Ku-PKC where $(k + r) \times n K$ matrix is given as follows:

$$K_S = \left[ \begin{array}{cc} G & 0 \\ R & \end{array} \right] \quad (61)$$

In Eq. (61), we assume that $G$ is generated by a generator polynomial $G(X)$. The $0$ is $r \times 2n$ zero matrix and $R$ is $r \times (2n + r)$ random matrix. It should be noted that the matrix $0$ can be located any place.

However this simple structure of $K$-matrix, $K_S$, may cause another problem of introducing a certain weakness in our scheme unless message symbols are sufficiently randomized. Further investigation has been left for future.
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